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ABSTRACT

We have developed a wavelet-multiscale adjoint scheme for
the elastic full-waveform inversion of seismic data, including
body waves (BWs) and surface waves (SWs). We start the in-
version on the SW portion of the seismograms. To avoid cycle
skipping and reduce the dependence on the initial model of
these dispersive waves, we commence by minimizing an
envelope-based misfit function. Subsequently, we proceed to
the minimization of a waveform-difference (WD) metric applied
to the SWs only. After that, we fit BWs and SWs indiscrimi-
nately using a WD misfit metric. In each of these three steps,
we guide the iterative inversion through a sequence of nested
subspace projections in a wavelet basis. SW analysis preserves
a wealth of near-surface features that would be lost in conven-

tional BW tomography. We used a toy model to illustrate the
dispersive and cycle-skipping behavior of the SWs, and to in-
troduce the two ways by which we combat the nonlinearity of
waveform inversions involving SWs. The first is the wavelet-
based multiscale character of the method, and the second the
envelope-based misfit function. Next, we used an industry syn-
thetic model to perform realistic numerical experiments to fur-
ther develop a strategy for SW and joint SW as well as BW
tomography. The effect of incorrect density information on
wave-speed inversions was also evaluated. We ultimately for-
malize a flexible scheme for full-waveform inversion based
on adjoint methods that includes BWs and SWs, and also con-
siders P- and S-wave speeds, as well as density. Our method is
applicable to waveform inversion in exploration geophysics,
geotechnical engineering, regional, and global seismology.

INTRODUCTION

Near-surface heterogeneities are responsible for complex scatter-
ing and mode conversions. Characterizing near-surface hetero-
geneity is crucial for statics corrections and to analyze wave
propagation in the deep structure. Rayleigh and Love waves account
for the bulk of the energy in the seismic wavefield — two-thirds of
the total energy input by a circular footing vibrating harmonically
over a homogeneous isotropic elastic half-space (Miller and Pursey,
1955). The energy of surface waves (SWs) is dissipated proportion-
ally to the distance from the source (Rayleigh, 1885), whereas the
body-wave (BW) energy decay scales with the square of distance
traveled in the whole space, and even faster near the free surface
(Ewing et al., 1957; Richart et al., 1970). Thus, at some distance
from the source, the seismic wavefield is essentially dominated by
SWs. Unlike BWs, which may penetrate to great depths, SW propa-
gation paths are concentrated to depths that are on the order of their

wavelength (Dahlen and Tromp, 1998). Especially for S-wave
velocities, SWs provide strong constraints on near-surface structure.
Despite this, SWs (“ground roll”) are most commonly removed in
exploration-scale industry applications (Dobrin and Savit, 1988),
which not only deprives the records of a certain amount of infor-
mation, but also tends to introduce errors through transformation
and filtering. In global seismology and mantle tomography, “crustal
corrections” (Bozdağ and Trampert, 2008) mutatis mutandis play a
role equivalent to SW removal. Involving the SWs in seismic
tomography eliminates the burdensome step of their removal in pre-
processing, and treats them for the signal that they are.

Surface waves: Applications

SW analysis has a long history in global seismology (Wood-
house, 1974) and exploration geophysics (McMechan and Yedlin,
1981), and it is now widely embraced as a valuable tool to conduct

Manuscript received by the Editor 3 October 2014; revised manuscript received 15 May 2015; published online 17 August 2015.
1Princeton University, Department of Geosciences, Princeton, New Jersey, USA. E-mail: yanhuay@princeton.edu; fjsimons@alum.mit.edu.
2Université de Nice, GéoAzur, Sophia-Antipolis, France. E-mail: ebru.bozdag@geoazur.unice.fr.
© 2015 Society of Exploration Geophysicists. All rights reserved.

R281

GEOPHYSICS, VOL. 80, NO. 5 (SEPTEMBER-OCTOBER 2015); P. R281–R302, 18 FIGS.
10.1190/GEO2014-0461.1



subsurface characterization (Socco and Strobbia, 2004; O’Neill and
Matsuoka, 2005; Socco et al., 2010) in different research fields, in-
cluding geotechnical and geoenvironmental engineering (Foti,
2000; Rix et al., 2001). SW analysis may be more important even
than other popular methods such as refraction or resistivity surveys
or magnetic imaging (Crice, 2005). SW can characterize a medium
at large (e.g., in regional and global seismology, to determine the
structure of the earth’s crust and upper mantle), intermediate (e.g.,
in exploration geophysics, to constrain near-surface structure, or to
correct statics; or in geotechnical engineering, to infer the shear
stiffness of the ground materials), and even at the smallest scales,
for the nondestructive evaluation of engineering materials (e.g., us-
ing ultrasonic SWs to detect material defects; Thompson and Chi-
menti, 1997; Bagheri et al., 2014).
Known by their acronyms SWA, SASW, or MASW, surface-

waves analysis and spectral or multichannel analysis (Park et al.,
1999) of surface waves are now widely used methods for seismic
site characterization in geotechnical engineering, which values their
noninvasive nature, good resolution at shallow depth, and efficiency
in time and cost. The methods have been developed greatly during
the past few decades. Tokimatsu et al. (1992) recognized the effects
of higher modes in some types of soil profiles, when the S-wave
speed profile is not increasing regularly with depth. Foti (2000)
used a multistation method for the robust determination of
dispersion curves. Other variants of SW dispersion analysis include
f-k (Capon, 1969), τ-p (Buland and Chapman, 1983), and spatial
autocorrelation (Aki, 1957) methods. Multichannel methods (Miller
et al., 1999; Pratt and Shipp, 1999) have been proposed to improve
data quality control under the influence of noise. A variety of inver-
sion algorithms (Yuan and Nazarian, 1993; Xia et al., 1999; Rix et al.,
2001) have been developed for determining S-wave speed profiles
from dispersion curves. In addition to the estimation of stiffness pro-
files, e.g., for pavement system evaluation and site characterization,
SW analysis has been used to obtain in situ material damping ratio
profiles for general site investigations either separately (Rix et al.,
2000; Xia et al., 2002) or simultaneously (Lai and Rix, 1998; Foti,
2000) by considering the coupling between phase velocity and at-
tenuation as part of two-station or multistation methods.
In regional and global seismology, the variation of the propaga-

tion speeds of long-period SWs has been observed and interpreted
for the study of crustal and upper-mantle structure for decades (e.g.,
Woodhouse, 1974; Woodhouse and Dziewoński, 1984; Capdeville
and Cance, 2015). By the 1980s, efforts to use SW dispersion and
phase-velocity measurements at long periods to constrain regional
and global-scale mantle S-wave structure, including its anisotropy,
using tomographic techniques were very well established (Mon-
tagner and Nataf, 1988; Montagner and Jobert, 1988; Snieder,
1988a, 1988b). To name but a few additional examples: overtone
SWs were used by Cara et al. (1984) and Lévêque and Cara
(1985) to provide evidence for upper mantle anisotropy. Nolet et al.
(1986) formalized a waveform-fitting approach using the conjugate
gradient method for Love and Rayleigh waves. Stutzmann and
Montagner (1993, 1994) extended the use of higher modes of SWs
to study structure in the transition zone. Ekström et al. (1997)
mapped phase velocity by minimizing dispersion residuals of fun-
damental Love and Rayleigh waveforms, isolated from interfering
overtones via phase-matched filters. Van Heijst and Woodhouse
(1999) measured global high-resolution phase velocity distributions
of fundamental-mode and overtone SWs via a mode-branch strip-

ping technique (van Heijst and Woodhouse, 1997). Trampert and
Woodhouse (2003) used fundamental-mode SWs to map aniso-
tropic phase velocities. After S20RTS, Ritsema et al. (2011)
developed S40RTS, a shear-velocity model of the mantle, using
Rayleigh-wave dispersion, normal-mode splitting function, and
S-wave traveltime measurements. Even as (high frequency) BW
studies generally yield sharper tomographic images (Rawlinson
and Sambridge, 2003; Romanowicz, 2003; Nolet, 2008), (low fre-
quency) SWs have contributed greatly to our understanding of the
long-wavelength internal structure of the earth. In some areas, such
as beneath the ocean basins, they are crucial to increase vertical res-
olution, or to make up for insufficient sampling in regions with poor
ray coverage due to lack of stations (Romanowicz and Giardini,
2001; Simons et al., 2006b).
In hydrocarbon exploration, seismic techniques have generally

been based on BW propagation, in particular P-wave reflections.
In contrast, SWs, despite their preponderance in the seismic record,
are usually considered as coherent noise masking the reflections,
hence to be removed by recording and processing procedures
(e.g., Dobrin and Savit, 1988). In seismic exploration, McMechan
and Yedlin (1981) extracted dispersion curves of Rayleigh waves
from common-shot marine seismic profiles based on slant stacking
followed by 1D Fourier transformation. Gabriels et al. (1987) de-
termined S-wave velocities in sediments to a depth of 50 m by
means of higher mode Rayleigh waves. The industry is increasingly
recognizing the value of SWs for seismic inversions. Some exam-
ples: Ivanov et al. (2006) showed that a reference model derived
from SW S-wave speed estimation reduces the nonuniqueness of
the refraction inversion problem. Gouédard et al. (2012) combined
SW eikonal tomography and crosscorrelation methods for phase
arrival-time estimation for velocity analysis of a strongly hetero-
geneous and scattering medium in a hydrocarbon-exploration set-
ting. Droujinine et al. (2012) developed an integrated workflow
with dispersion curve and full-waveform inversion to retrieve com-
plex shallow structure, as needed for the accurate imaging of deeper
targets.

Surface waves: Methods and challenges

Most of the applications of SWs in different disciplines operate
on the same principle, which is to estimate a set of dispersion curves
from the data, and subsequently, to solve an inverse problem for
elastic or anelastic parameters (Haskell, 1953; Stokoe et al.,
2004; O’Neill and Matsuoka, 2005). SW analysis and its applica-
tions have their challenges. First, the success of SW dispersion-
curve inversion depends on the clear separation of fundamental
and higher modes, which can be realized only if very dense spatial
sampling and long acquisition spreads are used (Socco and Strob-
bia, 2004). Many strategies in acquisition and processing have been
developed to help identify and separate different modes (Lai and
Rix, 1999; Beaty et al., 2002; O’Neill and Matsuoka, 2005); how-
ever, several authors (e.g., Zhang and Chan, 2003; Maraschini et al.,
2010; Socco et al., 2010) show that mode misidentification is not
easy to avoid and may produce significant errors. Second, SW
dispersion-curve inversions usually do not consider the effect of
3D inhomogeneity in the medium, until many of them are combined
to produce the lateral variations that are precisely the target also in
exploration applications. In regional and global seismology, 1D
profiles are jointly inverted to recover 2D or 3D lateral hetero-
geneities (Woodhouse, 1974; Nataf et al., 1986; Nolet, 1990). 1D
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reference models, such as the Preliminary Reference Earth Model
(Dziewoński and Anderson, 1981) are a good starting point for
matching SW observations relatively easily.
As an alternative, full-waveform inversion of SWs considers the

propagation of SWs in a realistically heterogeneous medium
(Snieder, 1988b), in which case the separation of different modes
and the prior estimation of dispersion curves are not necessary.
Even in that case, due to their strongly dispersive nature, the com-
plex interference of fundamental and higher modes and the potential
for cycle skipping, particularly when an adequate initial estimate is
not available, SWs are much more difficult to handle than BWs. In
addition to these complications, the low-frequency ground motion
may not be very well recorded in industry applications.
Cycle skipping causes local minima in the inversion (VanDecar

and Crosson, 1990). Frequency-dependent phase measurements
based on crosscorrelations of predicted and observed SWs, and
layer-stripping approaches (Pratt et al., 1996) are designed to mit-
igate cycle-skipping problems of SW tomography (Lebedev et al.,
2005; Sigloch and Nolet, 2006). Another possible solution to the
nonlinearity problem is to use a multiscale approach (Bunks et al.,
1995; Sirgue and Pratt, 2004; de Hoop et al., 2012; Yuan and Si-
mons, 2014), proceeding from large (low frequencies) to small
scales (high frequencies) in the seismograms, progressively involv-
ing higher (temporal) frequencies. Prieux et al. (2013a, 2013b) and
Operto et al. (2013) discuss strategies to reduce the nonlinearity of
the elastic multiparameter inversion with multicomponent data and
to control the trade-off between parameters by hierarchically select-
ing the data components to invert and the parameter classes to up-
date. Brossier et al. (2009) use a frequency-domain preconditioning
scheme equivalent to time-domain damping to stabilize elastic in-
version. Shin and Cha (2008) transform the wavefield to the Laplace
domain to reduce the sensitivity on the initial model. Pérez Solano
et al. (2014) use a windowed-amplitude waveform inversion method
in the Fourier domain for near-surface imaging using SWs.

Surface waves: A new approach

Reducing the nonlinearity of waveform inversion problems in-
volves a judicious choice of the objective function (Luo and Schus-
ter, 1991; Gee and Jordan, 1992; Dahlen and Baig, 2002; Fichtner
et al., 2008; Bozdağ et al., 2011; Rickers et al., 2012; Masoni et al.,
2014). Bozdağ et al. (2011), in particular, discuss several misfit
functions in seismic tomography. Among those, we develop the
envelope-based objective function to measure SWs in this study.
The extraction of envelopes from SWs through the Hilbert trans-
form greatly reduces the nonlinearity of waveform inversion by
the separation of phase and amplitude information.
In this paper, we explore the sensitivity of SWs in waveform in-

version to estimate near-surface structure. To address the problems of
cycle skipping in the waveform fitting, we develop a strategy based
on a wavelet-multiscale approach, newly combined with an envelope-
difference (ED) misfit functional (Yuan et al., 2014). We are moti-
vated by the intrinsic multiresolution property of the wavelet trans-
form (Mallat, 1989), which provides a simple and natural framework
for interpreting signals at different levels of detail. Goals similar to
those that we aim to achieve in this study could possibly be achieved
via traditional, convolutional, or Fourier-domain time-frequency fil-
tering approaches (e.g., Pratt, 1999; Sirgue and Pratt, 2004; Fichtner
et al., 2013; Prieux et al., 2013a). In this study, we focus exclusively
on wavelet-based time-scale analysis. Temporal scales of the seismo-

grams illuminate spatial scales in the subsurface structure, but of
course the correspondence is not exact in any basis: specific sub-
bands of the time-domain seismograms do not map to the same sub-
bands of the space-domain structure (see, e.g., Beylkin, 1992; Ecoub-
let et al., 2002).
Our work should be considered as an extension to our previous pa-

per (Yuan and Simons, 2014), in which we introduced a multiresolu-
tion technique to adjoint-based seismic tomography (e.g., Fichtner,
2011; Luo et al., 2014), but which excluded SWs (but we included
all reflected, refracted, transmitted BW phases, and multiples). We
used time-domain wavelet-based constructive approximation to pro-
gressively model smaller scale features in the seismogram. We treated
SWs as noise and removed them using low pass and dip filtering in our
preprocessing procedure before performing the inversions, as in
common industry practice. In the present paper, we compare the sen-
sitivities of SWs and BWs in full-waveform inversions, and we discuss
strategies to combine both of them for elastic inversions. Furthermore,
we also discuss the effects of incorrect density information on elastic
parameter estimation. Finally, we formalize a flexible workflow to real-
ize the goal of truly “full”-waveform inversion, in the form of an iter-
ative adjoint tomography method that considers density- and elastic-
wavespeed variations, and which treats SWs separately in a first step
before conducting a joint analysis of SWs and BWs in the sec-
ond stage.

MATHEMATICAL PRELIMINARIES

For the development of our method, we rely on two mathematical
transforms, the wavelet transform and the Hilbert transform, which
we briefly introduce here.

Wavelet transform

Readers not familiar with the wavelet transform may wish to con-
sult the early work of Morlet et al. (1982a, 1982b), in this journal, or
the textbooks by Daubechies (1992), Strang and Nguyen (1997),
Mallat (2008), or Jensen and la Cour-Harbo (2001) before reading on.
For a given input signal sðtÞ, we first choose a particular wavelet

basis (see Yuan and Simons, 2014). We consider two sets of scaling

functions, ~ϕj
k for the analysis and ϕ

j
k for the synthesis, as well as two

sets of wavelet functions ~ψj
k for analysis and ψ

j
k for synthesis, where

j ¼ 1; : : : ; J indicates the scale, J is the maximal decomposition
depth, and k is a measure of the translation in time. The generic
signal sðtÞ can be represented as the sum over all translates k
and scales j ¼ 1; : : : ; J, in the expansion

sðtÞ ¼
X
k

aJkϕ
J
kðtÞ þ

XJ
j¼1

X
k

djkψ
j
kðtÞ; (1)

and a partial reconstruction to scale j, leading to a constructive
approximation, is

sjðtÞ¼
X
k

aJkϕ
J
kðtÞþ

XJ
j 0¼jþ1

X
k

dj
0
k ψ

j0
k ðtÞ¼

X
k

ajkϕ
j
kðtÞ; (2)

where the scaling (approximation, low frequency, and low pass) and
wavelet (detail, high frequency, and high pass) coefficients, respec-
tively, whatever the algorithmic implementation, are given by
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aJk ¼ hs; ~ϕJ
ki; and djk ¼ hs; ~ψk

ji: (3)

Hilbert transform

Following Claerbout (1992), the analytic signal of a real-valued
signal sðtÞ can be expressed as

saðtÞ ¼ sðtÞ þ iHfsðtÞg ¼ EðtÞeiϕðtÞ; (4)

where HfsðtÞg is the Hilbert transform of the real signal sðtÞ and
ϕðtÞ and EðtÞ stand for the instantaneous phase and the instantane-
ous amplitude (or envelope) of the analytic signal, respectively,

ϕðtÞ ¼ arctan
HfsðtÞg
sðtÞ ; (5)

EðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2ðtÞ þH2fsðtÞg

q
: (6)

The separation of phase and amplitude information via the Hilbert
transform can be carried out via the fast Fourier transform, sup-
pressing negative frequencies. Additional details can be found in
Mallat (2008). We now list two properties of the Hilbert transform
that will be used later.
The derivative of the Hilbert transform of a real signal sðtÞ is the

Hilbert transform of the derivative of sðtÞ:

δHfsðtÞg ¼ H½δfsðtÞg�: (7)

The Hilbert transform is an anti-self-adjoint operator. For two real
signals sðtÞ and uðtÞ, we have

hHfsðtÞg; uðtÞi ¼ −hsðtÞ;HfuðtÞgi: (8)

A MOTIVATING EXAMPLE

The inversion of waveforms that contain SWs greatly increases
the nonlinearity of full-waveform inversion. Even a small perturba-
tion, especially in S-wave speed structure, to a homogeneous back-
ground, will cause dispersion, turning a simple SW pulse into a
complicated wavetrain.
We designed a simple 2D toy model to illustrate the dispersion and

cycle-skipping behavior of SWs. Consider a homogeneous P-wave
speed (VP ¼ 2000 m∕s) and density (ρ ¼ 1200 kg∕m3) model.
The S-wave speed model shown in Figure 1a consists of a homo-
geneous background shear velocity VS0 ¼ 800 m∕s and an anoma-
lous layer of VS1 ¼ 1000 m∕s. The model measures 400 m in the
horizontal direction with 79 uniform mesh nodes (quadrangles in
2D), and it is 100 m in the vertical direction with 19 uniform nodes.
A total of ð79 × 4þ 1Þ × ð19 × 4þ 1Þ ¼ 24; 409 unique grid points
and 79 × 19 × ð4þ 1Þ2 ¼ 37; 525 S-wave speeds are used for 2D
spectral element discretization with polynomial degree four (Koma-
titsch et al., 2005). The quadrangle mean spacing is 5.3 m.
We model horizontal and vertical components of the displace-

ment seismograms using SPECFEM2D, a 2D spectral-element
code (Komatitsch and Vilotte, 1998). A force is imposed normally
to the surface with a 40-Hz Ricker wavelet, located at 50 m hori-

zontally from the left edge and at 0.5 m in depth. We use a total of
401 receivers located at 0.5 m depth and spaced 1 m apart. We also
consider a homogeneous S-wave speed model, where VS0 ¼
VS1 ¼ 900 m∕s, as an “initial model” for the purpose of our
numerical evaluation, in which we implement SPECFEM2D to com-
pute synthetics with the same source-receiver geometry.

Dispersion of surface waves

The dispersive nature of the SWs, waves of different wavelengths
that travel with different speeds, is manifest by the drawn-out com-
plex shapes of the waveform in the target model (Figure 1b and 1d)
as compared with the waveforms in a homogeneous background
(Figure 1c and 1e).
Horizontal components of the SWs are shown as recorded at a

horizontal distance of 350 m from the left edge. The inclusion
of the anomalous S-wave layer in the toy model causes the modeled
SW to be dispersive. In contrast, the SW trace predicted in a homo-
geneous initial model is nondispersive. Figure 1b and 1c shows full-
resolution seismograms and their envelopes, whereas Figure 1d and
1e shows their approximation after partial reconstruction to scale 8
using a Daubechies (1988) wavelet basis (“D12” or “db6” with six
“vanishing moments,” see Daubechies, 1992; Strang and Nguyen,
1997; Jensen and la Cour-Harbo, 2001). The number of vanishing
moments is one more than the degree of polynomials that can be
represented by the scaling functions without contributions from the
wavelets.
The traditional analysis of SW would produce dispersion curves

relating measured phase or group velocities to their dominant period
and then invert those for an average 1D S-wave speed profile. In the
presence of 2D or 3D lateral heterogeneity, such procedures would
become necessarily very complex, although they have been a staple
of waveform analysis for many decades.

Cycle skipping of surface waves

Waveform inversions starting from an inadequate initial model
run the risk of convergence to a secondary minimum because
the phase difference between observation and prediction may ex-
ceed half the period. Such cycle-skipping problems are more severe
with a dispersive SW than with BW waveforms. To combat such
nonlinearities, we previously developed a wavelet multiscale strat-
egy for BW waveform inversion, in which the initial breakdown of
the traces to the coarsest scales effectively linearized the inversion
problem (Yuan and Simons, 2014). In this paper, we elaborate on
this framework but, this time, we include the inversion of fre-
quency-dependent SW waveforms.
Figure 1d and 1e shows the SW waveforms projected onto scale

8, our largest decomposition level in a basis using D12 wavelets.
Although the discrepancy between the target and the initial SW
waveforms (thick black lines) is clearly much smaller at this
large-scale projection than at the original full resolution shown
in Figure 1b and 1c, it remains too challenging to attempt waveform
fitting with the mean-squared difference as a measure of distance to
be minimized.
Thus, to further combat cycle skipping and other confounding

effects caused by the highly oscillatory nature of SW phases even
in this simple toy model, we propose to take the Hilbert transform of
the waveforms and work with the amplitude information contained
in their envelopes (dashed lines in Figure 1) before attempting to
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reconstruct the full-phase information. Envelopes smooth out small-
scale oscillations in the seismogram. It is also clear from Figure 1
that the envelopes of the target model and the homogeneous-model
SWs are much closer to one another at the coarsest scale than they
are at the full resolution, suggesting that they may be used in the
initial steps of a full-waveform inversion.

ENVELOPE-BASED ADJOINT MODELING

Bozdağ et al. (2011) introduced a misfit function for adjoint-based
elastic full-waveform tomography (see Appendix A for a brief descrip-

tion of the adjoint method) that relies on the squared logarithmic ratio of
the envelopes of observed and synthetic seismograms (see Appendix B,
equation B-1). Their adjoint-source expression contains the squared
envelope of the synthetic seismogram in the denominator. The logarith-
micmetric is rather sensitive to small perturbations by scattering or weak
reflections, especially in the coda (the tail of strongly scattered waves).
Here, we take the difference of the envelopes as an alternative

measure of misfit to quantify the distance in the amplitudes. We
define the ED misfit function between observed dðxr; xs; tÞ and syn-
thetic sðxr; xs; t;mÞ data in the mean-squared sense over all sources
s and receivers r as
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Figure 1. (a) A 2D elastic S-wave speed model
which consists of a homogeneous VS0 ¼ 800 m∕s
and an anomalous layer with VS1 ¼ 1000 m∕s.
SW waveforms and their envelopes modeled in
the target model for the source-receiver surface pair
in the top panel, (b) at a scale 0 at full resolution
and (d) at scale 8 of the D12 wavelet transform.
SW waveforms and envelopes predicted at (c) full
resolution and (e) at scale 8, calculated with the
same P-wave speed and density model, but with
a homogeneous S-wave speed of 900 m∕s.
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χ1ðmÞ ¼ 1

2

X
s;r

ZT

0

kEsðxr; xs; t;mÞ − Edðxr; xs; tÞk2dt; (9)

where T is the window length. We use the symbol k · k throughout
to denote the norm of single-component (s; d) or multicomponent
(s; d) seismograms, which we distinguish (by font weight) only in
Appendix A. Because EsðtÞ and EdðtÞ are the envelopes of the syn-
thetic sðtÞ and the observed data dðtÞ, respectively, they are ob-
tained via Hilbert transformation as

Esðxr; xs; t;mÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2ðtÞ þH2fsðtÞg

q
; (10)

Edðxr; xs; tÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2ðtÞ þH2fdðtÞg

q
: (11)

Gradient-based methods (see Tarantola, 1984a, 1984b; Tromp
et al., 2005) require the derivative with respect to the model param-
eters of the misfit function χ1ðmÞ in equation 9, which we express in
terms of δEs, the perturbation in the envelopes of the synthetics due
to a perturbation of the current model δm:

δχ1ðmÞ ¼
X
s;r

ZT

0

½Esðxr;xs; t;mÞ−Edðxr;xs; tÞ�δEsðxr;xs; t;mÞdt:

(12)

To avoid notational clutter, we drop the dependence on the space,
time, and model coordinates xr, xs, t, and m, and write

δEs ¼
sδsþ ½Hfsg�δ½Hfsg�

Es
; (13)

where δs and δ½Hfsg� are the perturbations to the synthetic seismo-
gram s and its Hilbert transform Hfsg due to a model perturba-
tion δm.
We introduce the first of three possible envelope ratios (see Ap-

pendix B for the other two), Erat
1 , to capture the difference of the

envelopes of the current predicted and the target seismograms rel-
ative to the envelope of the predicted seismograms:

Erat
1 ¼ Es − Ed

Es
; (14)

so that after substituting equation 13 into equation 12, and using the
differentiation rule (equation 7) and the anti-self-adjointness (equa-
tion 8) of the Hilbert transform, we can write

δχ1 ¼
X
s;r

ZT

0

Erat
1 ðsδsþ ½Hfsg�δ½Hfsg�Þdt;

¼
X
s;r

ZT

0

ðErat
1 sδsþ Erat

1 ½Hfsg�½Hfδsg�Þdt;

¼
X
s;r

ZT

0

ðErat
1 s −HfErat

1 ½Hfsg�gÞδsdt: (15)

In short, the derivative of the misfit function is rewritten in the
very compact form of equation 15 (see also Wu et al., 2014). The
adjoint source associated with a single event xs is given by (in time-
reversed coordinates)

f†ðx; tÞ ¼
X
r

ðErat
1 s −HfErat

1 ½Hfsg�gÞδðx − xrÞ: (16)

The adjoint source is retransmitted to generate an adjoint wave-
field (see Tromp et al. [2005], their equation 11), which illuminates
the discrepancy between the observed and the predicted envelopes
corresponding to the event located at xs. The zero-lag crosscorre-
lation of the forward and the adjoint wavefields yields an event
kernel (associated with one source, see Tape et al. [2007], their Sec-
tion 5.1). The sum of all such kernels combines the contributions
from all events to define a misfit kernel (see Tromp et al. [2005],
their Section 4.2): the gradient of the ED misfit function (summed
over all sources and receivers) with respect to the current model m
(see also Yuan and Simons, 2014).

A STRATEGY FOR SURFACE-WAVE INVERSION

With the material developed until now, we identify four different
types of ways (waveforms or envelopes, full-resolution, or multiscale
analysis) to incorporate, specifically, SWs into a full-waveform inver-
sion procedure that uses wavelets rather than traditional filtering
approaches based on Fourier analysis (for an illustration of their dif-
ference, see Simons et al., 2006a). We can consider the waveforms at
their native resolution or in a multiscale framework. Alternatively, we
can work with the waveform envelopes at full resolution or in a multi-
scale approximation (see again Figure 1). When it comes to making
measurements on (wavelet subspace) waveforms (or their envelopes),
various options are available to us. Yuan and Simons (2014) focus on
BWs with multiresolution waveform-difference (WD) measurements
(their equations 1 and 11), which we restate here (for individual
wavelet scales in the notation of our equation 2) as

χjðmÞ ¼ 1

2

X
s;r

ZT

0

ksjðxr; xs; t;mÞ − djðxr; xs; tÞk2dt: (17)

Now, to be able to incorporate SWs, we will discuss multiresolution
waveform-envelope measurements, whereby for the specific measure-
ment made on the envelopes of the seismograms constructively
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approximated to scale j, we have the choice of misfits χ1, per equa-
tion 9 (or, as found in Appendix B, χ2 or χ3, per equations B-1 and
B-4). In this paper, only χ1 is used for our numerical experiments that
involve envelopes, but equations 9–11 acquire an index, identifying
the wavelet scale of the reconstruction, with the envelopes calculated
after the multiscale recomposition. Thus, we finally write the multi-
scale ED misfit function between the envelopes of the subspace pro-
jections of the observed djðxr; xs; tÞ and the synthetic sjðxr; xs; t;mÞ
data as

χ1jðmÞ ¼ 1

2

X
s;r

ZT

0

kEsjðxr; xs; t;mÞ − Edjðxr; xs; tÞk2dt;

(18)

where the envelopes of the partially reconstructed seismograms are,
per equations 2, 10, and 11

Esj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2j þH2fsjg

q
; and Edj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d2j þH2fdjg

q
:

(19)

To evaluate the behavior of the various possible measurements in
SW inversions, we conduct a numerical experiment in which we
consider four different objective functions. These are: (1) the WD
at full resolution, i.e., the “traditional” metric; (2) the WD of seis-
mograms progressively reconstructed in a wavelet multiscale fash-
ion, i.e., χj of equation 17; (3) the ED at full resolution, i.e., χ1 of
equation 9, or (4) the difference of the envelopes of the seismograms
reconstructed via wavelet multiscale analysis
(i.e., χ1j of equation 18).
With reference to Figure 1 and again using

SPECFEM2D, we calculate the relevant misfit
values and plot them as contoured 2D surfaces
in the variables VS0 and VS1, the background
S-wave speed and the perturbed S-wave speed
in the curved layer, respectively. The true values
are VS0 ¼ 800 m∕s and VS1 ¼ 1000 m∕s and
the calculations range from 600 to 1400 m∕s
for both of them. To evaluate the misfits, we
use one shot gather of a 40 Hz Ricker wavelet
source imposed normally to the surface, located
at 50 m horizontally from the left edge and at
0.5 m in depth. We consider the vertical and
the horizontal components of displacement re-
corded by a total of 401 receivers spaced 1 m
apart and at a depth of 0.5 m below the surface.
The total misfit is the sum of the misfits for each
component.
The full-resolution (“D12 scale 0”) WD misfit

surface is shown in Figure 2a, and the full-reso-
lution ED misfit surface is shown in Figure 2b.
The WD misfit displays numerous local minima
caused by the cycle skipping of SWs, which ul-
timately will prevent inversions from converging
to the target solution (which lies at the intersec-
tion of the white lines) when starting from a
homogeneous model (VS0 ¼ VS1 ¼ 900 m∕s,

denoted by the filled red circle). On the other hand, the ED misfit
is characterized by a relatively wide basin from which convergence
to the target solution can be expected. Figure 2c and 2d shows pro-
files through the misfit surfaces taken along the white lines plotted
in Figure 2a and 2b, at constant VS1 ¼ 1000 m∕s, in Figure 2c, and
at constant VS0 ¼ 800 m∕s, in Figure 2d. Making ED measure-
ments results in a much more navigable misfit valley, as is clearly
seen.
For this same experiment, Figure 3a and 3b shows the misfit ker-

nels, the gradients of the WD (Figure 3a) and the ED (Figure 3b)
misfit functions with respect to the S-wave speed, computed at
VS0 ¼ VS1 ¼ 900 m∕s. To evaluate the misfit kernels, we use
the same receiver geometry as for the misfit surface calculations,
but for a total of 39 sources with 40 Hz wavelet imposed normally
to the surface, located between 10 and 390 m horizontally from the
left edge with 10 m equal spacing and at a depth of 0.5 m. For all the
numerical experiments, Gaussian smoothing operators were applied
to suppress numerical artifacts and spurious energy in the vicinity of
sources and receivers (see also Favier et al., 2004; Tian et al., 2007).
Figure 3c and 3d shows models arrived at by line searching in the
direction opposite to the gradients shown in the top row. The results
of one iteration in the adjoint scheme, from a starting point marked
by the red filled circles in Figure 2a and 2b, the solutions shown are
marked by the white filled circles in the top panels of Figure 2a and
2b, and connected to the starting model by a white line. Neither by
the WD metric nor by the ED metric do we reach the global mini-
mum of the target solution after just one iteration, but using the ED
measurement leads to a reasonably well-defined anomaly — but
still with the wrong sign. Nevertheless, the first-iteration ED model
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Figure 2. Misfit surfaces (normalized by their maxima) of (a) WD and (b) ED measure-
ments made on the toy model in Figure 1, at the full resolution (scale 0), with respect
to the background (VS0) and the anomalous (VS1) S-wave speeds. Profiles through
the misfit surfaces taken (c) at constant VS1 ¼ 1000 m∕s and (d) at constant
VS0 ¼ 800 m∕s.
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in Figure 3d is a more promising approximation to the target shown
in Figure 1a than the WD model shown in Figure 3c.
The misfit surface of the WD measured at scale 8 (Figure 4a) is

devoid of the many secondary minima that were present at the full
resolution, at scale 0 (Figure 2a), hinting at an effective remediation
of cycle-skipping effects by coarse-scale wavelet approximation of
the seismograms. Such a finding is consistent with the BW inver-
sion experiments of Yuan and Simons (2014), who prove that con-
structive approximation by wavelet multiscale analysis reduces the
number of local minima even when poor initial models are taken as
a starting reference. However, unlike with BW waveforms, WD
measurements made on the coarsest-scale wavelet representation
of SW, when used for gradient computations, still insufficiently re-
duce the distance between the modeled and the predicted SW wave-
forms in the inversion. It is not difficult to encounter examples in
which convergence to the global optimum remains out of reach due
to the severe nonlinearity of SW inversion caused by cycle skipping
of these dispersive and highly oscillatory phases.
By ignoring phase variations, ED measurements made at the

coarsest level of a multiscale analysis usefully reduce the non-
linearity of SW inversions. Figure 4b shows that the ED misfit

function at scale 8 has a wider convergence basin than the corre-
sponding WD misfit at the same scale shown in Figure 4a. The
update path after one iteration away from the homogeneous start-
ing model of VS ¼ 900 m∕s points almost directly at the target
solution. The profiles through the misfit function shown in
Figure 4c and 4d also show that coarse-resolution projection via
wavelet analysis tends to widen the convergence troughs, com-
pared with the profiles at full resolution shown in Figure 2c and
2d. Furthermore, comparison of the ED misfit profiles (blue
lines) with the WD profiles (black lines) in Figures 2 and 4 illus-
trates the general widening of the minimization surfaces for enve-
lopes compared with waveforms.
Figure 5a and 5b shows the misfit kernels for the WD (Figure 5a)

and ED (Figure 5b) SW waveform measurements made at scale 8.
Figure 5c and 5d displays the models updated using the kernels as
the corresponding gradients, after one iteration. One clearly sees
how the multiscale WD measurements successfully correct the
background S-wave speeds but, thus far, fail to distinguish the layer
of anomalous velocity (Figure 5c). On the other hand, multiscale
ED measurements yield single-iteration updates that well resolve
the target strip of fast S-wave speeds (Figure 5d), while illuminating
the slower S-wave speeds above and below the fast layer (whose
upper and lower boundaries are drawn with black lines).
As far as a toy model can be our guide, the above experiments

lead us to conclude that ED measurements made within a wavelet-
multiscale analysis will greatly reduce the nonlinearity of SW
tomography, and reduce the critical dependence of waveform inver-
sions on the quality of the initial estimates. In the following section,
we will elaborate on this initial strategy and develop it further to also
include BWs in an adjoint-based elastic and truly full-waveform
inversion.

A STRATEGY FOR BODY- AND SURFACE-WAVE
INVERSION

In the previous section, we used a toy model and only con-
sidered variations in VS to introduce alternative misfit measures
dedicated to the incorporation of SW in full-waveform inversion.
The use of a multiscale representation and the application of the
ED measurement lessen the nonlinearity of SW inversion
problems.
In this section, we switch to more realistic synthetic experiments,

and we consider perturbations (relative to the evolving earth model)
in ρ, VS and VP, and we use BWs as well as SWs. We subdivide the
section into two parts: one that considers the density known and one
where density is also inverted for (see Appendix A for the expres-
sions of the kernels used in either case). In the first part, assuming
the exact density is known, we consider SWs and BWs separately
first, and then simultaneously. In the second part, we use an incor-
rect starting density structure and discuss elastic inversions with and
without density updates. Our ultimate goal is to formulate a flexible
procedure to solve for elastic parameters and density using BWs
and SWs, and this section will demonstrate considerable progress
in our ability to do so.
Figure 6 shows the target model (modified after Pérez Solano

et al., 2014) for density and the elastic P- and S-wave speeds that
we will use for the numerical experiments in this section. With this
model, we use 73 and 14 uniform mesh nodes in the horizontal
and the vertical directions, respectively; thus, there are a total of
ð73 × 4þ 1Þ × ð14 × 4þ 1Þ ¼ 16;701 unique grid points, as well
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Figure 3. Misfit kernels (gradients with respect to S-wave speed
perturbations) for (a) WD and (b) ED measurements made in the
toy model of Figure 1a, at full resolution (scale 0), calculated in
a homogeneous background model with S-wave speed 900 m∕s.
Models obtained after one iteration in the direction opposite to
the gradient using (c) waveforms and (d) envelopes of the wave-
forms at full resolution.
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as 73 × 14 × 25 ¼ 25;550 P- and S-wave speeds, as well as density
parameters to characterize the model. The quadrangle mean spacing
is 10 m.
We place 42 shots (black circles in Figure 6a) equally spaced with

15-m separation, between the horizontal range of 10–625 m at a
depth 0.5 m below the model surface. The source is a vertical elastic
force with a dominant 10-Hz Ricker wavelet. In total, 106 receivers
are equally distributed between 3 and 633 m, at the depth of the
source. In this 2D model, we calculated the horizontal and vertical
components of the wavefield using the spectral-element code
SPECFEM2D implemented on a uniform mesh. The sampling inter-
val is 600 μs, and the record length is 2.1 s, which is sufficient to
include SW trains at the largest offsets.

Inversions with known density

In the first synthetic inversion test, we assume an initial model
that has the exact density information, a homogeneous VP ¼
1000 m∕s, and a homogeneous VS ¼ 500 m∕s. The inversion is
for the 2D P- and S-wave speeds. We isolated SW in the time-space
domain on both components of the data, between the group veloc-
ities of 500 and 300 m∕s.

Choice of misfit function for surface-wave inversions

We tested three different approaches to measuring misfit: the multi-
scale WD scheme introduced by Yuan and Simons (2014), the multi-
scale ED metric introduced in this paper, and a hybrid multiscale
envelope-waveform strategy that we will be discussing further down.
Figure 7 shows the inverted P- (Figure 7a) and

S-wave (Figure 7b) speed models obtained by
iteratively minimizing the WD misfit of SWs de-
fined in a multiresolution framework (via our
equation 17). Replicating the procedure and set-
tings recommended by Yuan and Simons (2014),
we use Daubechies (1988) “12-tap” wavelets
(D12) to decompose the windowed SWs up to
the maximum wavelet level (scale 8), within
which iterativeWD inversions are performed, be-
fore scaling down to scales 7, 6, and 5 (when, for
our sampling rate, the waveforms are almost
identical to the full-resolution versions, scale
0). As Figure 7 shows, neither the P- nor the
S-wave speed model converges to a model near
the target shown in Figure 6. The multiscale WD
inversion of Yuan and Simons (2014) was not de-
signed, and as the example amply illustrates is
generally unsuited, for the analysis of SWs.
To combat the nonlinearities of SW inversion

due to cycle skipping, we next replace waveforms
with their envelopes in the objective function: In
other words, we minimize the discrepancy defined
via the envelope criterion in equation 18. It bears
repeating that we are making wavelet-multiresolu-
tion constructive approximations to the seismo-
grams, and then calculating their envelopes, and
not the other way around (working with wave-
let-multiresolution constructive approximations
to the envelopes of the full-resolution seis-
mograms).

We start the inversions of the ED between SWs predicted in the
initial model and modeled in the exact model at scale 8, and pro-
gressively involve envelopes of smaller-scale seismograms, for
descending scale levels, until the ED of full-resolution SW wave-
forms is being minimized at scale 0.
Figure 8 shows the VP and VS models that result. Working only

with the envelopes, but in a multiresolution framework, leads to
reasonably successful recovery of the VS model. The S-wave veloc-
ity structure is resolved albeit with a low resolution, and only the
very top portion of the P-wave speed model is showing signs of
being updated in the desirable direction. Multiscale ED inversions
appear to converge at the price of losing resolution by discarding
phase information.
Last, we propose a hybrid, envelope-then-waveform method for

SWs in the same wavelet multiresolution framework. We first min-
imize the ED metric at a certain high scale (here, scale 8), and then
we switch to the WD metric. We repeat this envelope-then-wave-
form optimization at each descending scale until the envelopes and
phased waveforms of SWs are explained at the full resolution of the
acquired data.
Figure 9 shows the results of adopting the hybrid philosophy.

Most of the S-wave velocity structure is well resolved; however,
only the very top portion of the P-wave speed model is acceptably
imaged. These results are consistent with the theoretical expectation
(e.g., from SWmode summation kernels, Simons and van der Hilst,
2003) that SWs should be most sensitive to S-wave speed structure.
Comparing the hybrid inversion result in Figure 9 with that of Fig-
ure 8, which involved solely envelopes, it is seen that the inclusion
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Figure 4. Normalized misfit surfaces (as in Figure 2) of (a) WD and (b) ED measure-
ments made on the toy model in Figure 1, at the maximum D12 wavelet decomposition
depth (scale 8), with respect to the background (VS0) and the anomalous (VS1) S-wave
speeds. Profiles through the misfit surfaces taken (c) at constant VS1 ¼ 1000 m∕s and
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of phase information yields a higher resolution S-wave speed model
and provides additional structure to the P-wave speed model.

Comparison of body- and surface-wave inversions

The results in this section, until now, have been obtained using
SWs exclusively. To understand more fully the relative sensitivities
of SWs and BWs in adjoint inversions, we perform another elastic
inversion test, using only BWs. We follow the multiscale WD
method introduced by Yuan and Simons (2014), removing SWs
by low-pass and dip filtering. Once again, we use the D12 wavelet
basis up to scale 8, and we iteratively minimize the WD misfit ob-
tained at each level, successively involving finer scales until con-
vergence at scale 0. The S- and P-wave velocity models, thus
obtained are shown in Figure 10.
Compared with the envelope-waveform hybrid but SW only in-

version result shown in Figure 9, the BW-only tomography in Fig-
ure 10 is characterized by slightly inferior resolution as far as the S-
wave speed is concerned, but with somewhat better resolution in
terms of the P-wave speeds. These results are to be understood
on the basis of BW sensitivities that take into consideration radia-
tion-pattern, scattering, and mode-conversion effects (e.g., Prieux
et al., 2013b). We conduct a quantitative analysis of the relative
merits of the models by calculating the root-mean-squared (rms)
error between the estimated model and the known target. The error
is computed at all model nodes in a 10-m depth interval and is as-
signed to the middle of each depth range.
Figure 11 shows this rms error, normalized by the rms value of

the target model. From left to right, we compare results for VP, VS,
and their combination, and within each panel, we plot the rms error
for the initial model (green lines), and then for the model of Figure 9,
obtained from the hybrid-misfit SW procedure (red lines), and for
the model of Figure 10 obtained from waveform-misfit BWs only
(blue lines). For VP, SWs resolve the upper half of the model do-
main very well, compared with the deeper structure, whereas BWs
have more uniformly high-quality resolution throughout depth, but

do not to recover the near-surface structure as
well as SWs. For VS, SWs and BWs lead to well-
resolved models, with the SW inversion slightly
superior near the top and bottom, as well as in the
fast anomalies in the middle of the model do-
main. It is to be understood that targeted, high-
frequency, possibly acoustic, full-waveform in-
version approaches might recover VP models
of a far higher quality (in an absolute sense),
but in this experiment, we only test the relative
merits of BWs versus SWs over the same range
of (altogether low) frequencies.
In Figures 12–15, we show how well the

waveform data (with and without SW) are fit
under SW and BW tomography as described
in this paper. The top rows show the horizontal
(x) displacement components, and the bottom
rows show the vertical (z) components for a se-
lection of traces from one shot gather. From left
to right, we display the seismograms recon-
structed at scales 8, 7, and 0 (full resolution) in
the wavelet basis D12. The thick black lines re-
present the target data, thin blue lines represent
the initial predictions, and thick gray lines re-
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Figure 5. Misfit kernels (as in Figure 3) for (a) WD and (b) ED
measurements made in the toy model of Figure 1, at the maximum
D12 wavelet decomposition depth (scale 8), calculated in a homo-
geneous background model with S-wave speed 900 m∕s. Models
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present the final models, by which we mean the
model shown in Figure 9 for Figures 12 and 14,
and the model in Figure 10 for Figures 13 and 15.
In each of these cases, when referring to the final
model, we mean the one obtained at the end of
the fitting procedure, after all scales have been
fit, but considering seismograms only recon-
structed up to the relevant scale. Below each
trace, we list the rms error of the initial and final
fits, as a percentage of the rms of the data. For
example, at scale 8 in Figure 12d, trace number
101 has an initial misfit of 91%, which gets re-
duced to 18% after the inversion, and thus the
trace receives the annotation “91 → 18.” To get
a sense of the relative amplitude of the SWs com-
pared with the BWs in the signals shown at each
scale level, and between scales, the amplifica-
tions of the traces in Figures 12–15 are listed
in the top left of every panel. For example, the
true amplitudes in Figure 12c are 23/2.5 times
the size of those in Figure 12a, and those of
Figure 14c are 8/23 times the size of those in
Figure 12c.
In Figures 12 and 13, we show the complete

seismograms, containing also BW but of course
dominated in amplitude by the SW. SW tomog-
raphy (Figure 12) using SWs windowed in the
time-space domain between 300 and 500 m∕s
group-velocity slopes (dashed lines in Figures 12
and 13) correctly fits most of the features of
all traces. Using BW, tomography (Figure 13)
leaves some scope for improvement in the fit
to the SWs.
In Figures 14 and 15, we remove the SWs us-

ing low pass and dip filtering for a clean look at
the BWs and how they are fit. Thus, we show the
BW seismograms processed via SW removal.
Figure 14 illustrates that when SWs are used in
the adjoint inversion, there is still much room to
improve the fit to the BWs, even though the SWs
may have been matched to almost-perfect agree-
ment with the target traces, as was shown by Fig-
ure 12. Conversely, Figure 15 shows that by
involving only BWs in the inversion, we are able
to match the BWs reasonably well, but the SW
fits to continue to show inaccurate matches to the
target traces, as was seen in Figure 13.

Combining body and surface waves

From the comparison of separate BW and
SW inversions, we see how BWs sample deeper
structure, whereas SWs uncover a wealth of
high-resolution near-surface structure that con-
ventional BW tomography fails to resolve. With
both wave types, the wavelet-multiscale ap-
proach provides the gentle guidance for the ad-
joint method to converge toward global minima.
We thus propose to combine these approaches.
We first extract SWs, and, to the scale of the
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Figure 7. (a) P- and (b) S-wave speed models (after 36 iterations) that result from min-
imizing multiscale WD measures of windowed SWs, starting from a homogeneous
VP ¼ 1000 m∕s and VS ¼ 500 m∕s and the correct density model. The inversion
has not converged, and is not likely to converge, to the correct target solution shown
in Figure 6.
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Figure 8. (a) P- and (b) S-wave speed models (after 41 iterations) that result from min-
imizing multiscale ED measures of windowed SW, starting from a homogeneous VP ¼
1000 m∕s and VS ¼ 500 m∕s and the correct density model. Only the top part of the P-
wave speed model shows updates in the desirable direction. The resulting S-wave speed
model resolves most of the target structure, but the tomographic resolution is not very
high.
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Figure 9. (a) P- and (b) S-wave speed models (after 74 iterations) resulting from the
hybrid multiscale envelope-then-waveform inversion of the SWs, starting from a homo-
geneous VP ¼ 1000 m∕s and VS ¼ 500 m∕s, and the correct density model. The S-
wave speed model is well resolved, but the deep structure in the P-wave speed model
remains smeared.
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wavelet subspace, we use them in hybrid envelope-waveform inver-
sions to constrain the primarily near-surface structure. After the
SWs have been well explained to this scale, we add the BWs back
into the seismograms, and we use the WD inversion to illuminate
the deeper structure. The prior alignment of the SW traces linearizes
the problem to the point where WD inversions function without the
need for a clear separation nor any identification of BWs and SWs.
The outer loop is over the wavelet scales, from coarse to fine.
Figure 16 shows the final inverted VP and VS models obtained in

this way, which indeed retrieve most of the features in the target
model (compare with Figure 6).

Inversions with unknown density

In our numerical experiments so far, we have used the exact den-
sity model in our inversions. In real applications, however, we usu-
ally do not have correct density information. In this section, we will
take into consideration the influence of inadequate density structure

on elastic inversions. For this purpose, we use a homogeneous
P-wave speed VP ¼ 1000 m∕s, a homogeneous S-wave speed
VS ¼ 500 m∕s, and a homogeneous density ρ ¼ 1200 kg∕m3 as
our starting model for an inversion that ultimately also solves
for the density perturbation.
In the first scenario, we use the approach discussed above to up-

date VS and VP using surface, and then BWs and SWs, iteratively
implementing the hybrid multiscale envelope-waveform scheme.
The final result is shown in the top three panels of Figure 17. Be-
cause density is not updated, the final density model is still the
homogeneous initial model. Comparing these results with Figure 16,
we observe the detrimental effects on the wave speed models of
incorrect density information. The P-wave speed model is more af-
fected than the S-wave velocities.
In the second scenario, we also consider density corrections in the

inversion. For successive approximations to each wavelet scale, we
first perform hybrid envelope-waveform optimizations using win-
dowed SWs, then waveform optimizations using BWs and SWs.

In each iteration step, we simultaneously update
density ρ, P-wave speed VP, and S-wave speed
VS, using the horizontal and vertical components
of the seismograms. The bottom three panels in
Figure 17 show the final density and P- and S-
wave speed models obtained under this scenario.
The rms error comparisons of these results with
the first scenario (homogeneous fixed density
structure), and with the previous experiment
(starting from the exact density model, leading to
the results shown in Figure 16), are shown in Fig-
ure 18. By simultaneously updating ρ-VP-VS

(thick solid black lines), VP and VS have been
considerably improved compared with the inver-
sion results that held the density fixed (thick
dashed gray lines). The improvements are espe-
cially clear in the top and bottom portions of the
VP model (Figure 18a), and the top and the
middle segments of the VS model (Figure 18b).
The misfit for the ρmodel is found in Figure 18c.
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Figure 10. (a) P- and (b) S-wave speed models (after 31 iterations) resulting from multi-
scale WD inversion of the BWs, from a homogeneous VP ¼ 1000 m∕s and
VS ¼ 500 m∕s starting model and the correct density. Compared with Figure 9, there
is an improvement in VP speed resolution but a slight degradation of the quality of the
VS model.
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Even though the exact density structure is not retrieved (noting that
progress toward this goal would require additional constraints, e.g.,
from gravity data), by simultaneously updating ρ-VP-VS starting
from incorrect density information, we obtain VP-VS results that
are comparable with those obtained from inversions that use the
exact density information.

SUMMARY OF PROCEDURE

Summarizing the above discussion and our synthetic experi-
ments, we now formalize a flexible scheme for full-waveform in-
version. First, SWs are analyzed in a wavelet multiresolution
framework. For successive approximations at a certain scale, thus
for partially reconstructed, constructively approximated SW wave-
forms, we separate phase and amplitude information. That is, we
attempt to fit envelope (amplitude) information first, and after most
of the arrivals appear to be in phase (within half of the wavelength),
we add phase information back into the problem. After that, we
combine BWs and SWs together in the full seismogram, and iter-
atively minimize the WD in the subspace. If density information is

unknown, we perform a density inversion together with the wave-
speed inversions in each scale. Subsequently, we progress through
the scales until the last inversions are run at the full resolution of the
data collected.

1) Based on the synthetics computed using SPECFEM2D for the
source-receiver geometry in the initial model, and given the tar-
get seismograms, we choose the multiscale analysis parameters,
i.e., the wavelet family and number of vanishing moments and
the maximum decomposition depth J.

2) Iterative optimization to current scale j (j ¼ J if progressing
from step 1, j ¼ j − 1 if arriving from step 3). We first run
the SW tomography, and subsequently combine BWs and
SWs to simultaneously update wave speeds and density struc-
ture. In our inversions, we do not separate the P- and S-wave
contributions to the seismograms. All components and
phases are used together to explain discrepancies in all model
parameters.

a) For the current model mðxÞ, we calculate the synthetics
sðxr; xs; t;mÞ using the spectral-element code.
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Figure 12. Whole seismograms (including BWs and SWs) shown at (a and d) scale 8, (b and e) scale 7, and (c and f) the full-resolution scale 0.
(Top) Horizontal components and (Bottom) vertical components. Only SW within the group-velocity windows (dashed) were used for model
updates. Thick black lines are the target seismograms, thin blue lines the initial ones, and the thick gray lines labeled SW are seismograms
computed in the final model shown in Figure 9.
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b) We window all components of the predicted sðxr; xs; t;mÞ
and the observed dðxr; xs; tÞ seismograms using group-veloc-
ity bounds in the time-space domain to yield SW waveforms

ŝðxr; xs; t;mÞ and d̂ðxr; xs; tÞ.
c) We apply the wavelet transform to the windowed SWs, and

we partially reconstruct predicted and target SW waveforms

to scale j, to obtain ŝjðxr; xs; t;mÞ and d̂jðxr; xs; tÞ.
d) We take the Hilbert transform of the partially reconstructed

SW to extract their envelopes Eŝjðxr; xs; t;mÞ and
Ed̂j

ðxr; xs; tÞ, and we choose the ED as our objective func-
tion to be minimized:

χ1jðmÞ ¼ 1

2

X
s;r

ZT

0

kEŝj − Ed̂j
k2dt: (20)

e) We carry out the adjoint simulations and calculate the inter-
action of the forward and adjoint wavefields to obtain the
numerical kernel or gradient g associated with the misfit
function χ1j ðmÞ.

f) We define our search direction by the conjugate gradient
method (the Hessian is neither computed nor approximated).
For the kth iteration, we have pk ¼ −gk þ βkpk−1, where βk ¼
gk · ðgk − gk−1Þ∕ðgk−1 · gk−1Þ for k > 1, and β ¼ 0 if k ¼ 1

or when the calculated β is negative.
g) We find the “optimal” step length νk to minimize the misfit

value of χ1jðmþ νkpkÞ with a line search method by gener-
ating a limited number of trial step lengths until we find one
that approximates the minimum of the misfit function χ1j ðmÞ
in the search direction of pk defined in step (2f). More so-
phisticated line search algorithms can be substituted (e.g.,
Nocedal and Wright, 2006).

h) We update current modelmk using the step length νk and the
search direction pk to get a new model mkþ1 for the next
iteration: mkþ1 ¼ mk þ νkpk, and return to step (2a) for op-
timization starting from current model m ¼ mkþ1.

i) The loop from step (2a) to step (2h) is repeated by iteratively
updating VP, VS (and ρ) until the defined SW ED misfit is
minimized at current scale j. After that, we add phase infor-
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Figure 13. Whole seismograms at scales 8, 7, and 0. Layout is as in Figure 12. Only BWs were used to make model updates. The seismograms
labeled BW, drawn by thick gray lines, were calculated in the final model shown in Figure 10. There remains significant room for
improvement.
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mation and perform WD inversions as Yuan and Simons
(2014) do, for the SW. We iteratively minimize

χ2jðmÞ ¼ 1

2

X
s;r

ZT

0

kŝj − d̂jk2dt: (21)

j) After the SW WD misfit χ2jðmÞ has converged, we combine
BWs and SWs to perform WD inversions, as Yuan and Si-
mons (2014) do, but now for the entire seismograms. At the
current scale j, we minimize

χ3jðmÞ ¼ 1

2

X
s;r

ZT

0

ksj − djk2dt: (22)

k) We simultaneously update VP, VS (and ρ) to fit the BW and
SW waveforms until convergence.

3) When the procedure at scale j has converged, we add smaller-
scale information to the seismogram by switching to the next,

lower, scale level of reconstruction, j ¼ j − 1, and we return to
step (2).

4) We loop over all defined scale levels from step (2) to step (3)
until convergence at the nominal full resolution j ¼ 0.

DISCUSSION

Many published techniques have addressed the problem of non-
linearity in full-waveform inversion. The key to success, especially
when SWs are being considered also, is the progressive widening of
the frequency band of the seismic records under consideration. Tra-
ditionally, such approaches have relied on conventional filtering. In
this paper, as in our previous contribution which focused exclu-
sively on the analysis of BWs (Yuan and Simons, 2014), we have
given the notion of “multiscale analysis,” the strict interpretation of
a wavelet-based (Daubechies, 1992), multiresolution (Mallat, 2008)
decomposition of the time-domain seismograms, as a means to steer
the characterization of subsurface velocity and density structure
from the coarser to the smaller spatial scales.
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Figure 14. BW seismograms (SWs removed) at scales 8, 7, and 0, before and after fitting by the hybrid wavelet multiscale adjoint SW
tomography method as described in the text. Thick gray seismograms labeled SW are computed in the final model shown in Figure 9. There
remains significant room for improvement.
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The wavelet-based analysis of seismic signals is theoretically at-
tractive and has been developing ever since the seminal work by
Morlet et al. (1982a, 1982b) in this very journal. Similarly, ad-
joint-based tomography methods have a long history, pioneered
by Tarantola (1984a, 1984b), also in this journal. However, the idea
of using successive wavelet-based approximations as part of an ad-

joint-based full-waveform inversion scheme had not been worked
out in the detail that it requires, until now. As could perhaps be ex-
pected, but is now convincingly shown, issues with cycle skipping
that complicate seismic inversions, especially in multiparameter
elastic inversions using multicomponent data, can be successfully
addressed.
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Figure 15. BW seismograms (SWs removed) at scales 8, 7, and 0 before and after fitting by wavelet multiscale adjoint BW tomography as
described in the text. Seismograms labeled BW drawn by thick gray lines are computed in the final model of Figure 10.
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Figure 16. Inversion results (after 145 iterations)
using SWand BW measurements, made in that or-
der, starting from a homogeneous VP ¼ 1000 m∕s
and VS ¼ 500 m∕s and with the exact density
model.
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Wavelet-based analysis is powerful in seismic full-waveform inver-
sion problems because of its flexibility. There are numerous wavelet
constructions, implementations, and algorithms to choose from, e.g.,
continuous or discrete, complex or real, orthogonal or biorthogonal,
and various wavelet types defined by different parameters (Strang and
Nguyen, 1997). Algorithmically, especially when computed using the
lifting approach (Sweldens, 1996), there are few complications: The
methodology can easily be inserted into generally accepted work-
flows, by incorporating it in the preprocessing procedure before mak-
ing measurements of any kind. The intrinsic time-domain nature of
the procedure is a benefit when forward and adjoint wavefield mod-
eling is carried out using software such as the open-source spectral-
element package SPECFEM (Komatitsch et al., 2005). Finally, as may
become more important in the future, when field data will be ana-
lyzed, wavelets are an excellent nonlinear denoising tool (Donoho
and Johnstone, 1994; Simons et al., 2009).
It goes without saying that our synthetic examples in this paper

only represent the early successes of what will require continued
development prior to being applied in real-world situations. Among
some of the remaining complications are the difficulties associated

with generating and recording SWs in the first place, which is
chiefly a problem of ensuring that sufficiently low frequencies are
available for the initial modeling steps. To yield high-quality tomo-
graphic reconstruction of our target structure, acquisition geometry
should be optimally designed for resolution control.
Our numerical experiments were designed to make sure the

frequencies we modeled are within the scope of the recording spec-
trum in industry, and our proposed strategy of envelope and phase
separation also helps to reduce the dependence on low frequencies
(Wu et al., 2014). Nevertheless, challenges remain. Having access
to a good initial model will continue to be beneficial, although we
showed how using wavelets and using the strategy of envelope-
based functionals are reasonably robust to poor initial models. In
all our synthetic experiments, we used the exact source time func-
tion. In real applications, the input source wavelet can either be in-
verted from field data (Weglein and Secrest, 1990), or more directly
be recorded in marine acquisitions. However, there will be uncer-
tainties associated with imperfect knowledge of the source wavelet.
Encouraged by the results presented in this paper, we have now

moved on to treating industry data sets (in a marine setting with
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Figure 17. (a-c) Inversions for VP and VS from a
homogeneous density starting model: without den-
sity updates (after 204 iterations), and (d-f) for the
full system VP-VS-ρ, with density updates (after 99
iterations) using BW and SW measurements.
The starting model has VP ¼ 1000 m∕s, VS ¼
500 m∕s, and ρ ¼ 1200 kg∕m3.
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well-expressed Scholte waves, and a land-based survey with well-
recorded Rayleigh and Love waves), and we look forward to report-
ing the results soon.

CONCLUSIONS

Two of the grandest challenges for full-waveform inversions in
exploration seismology are to be fully elastic (rather than making
acoustic approximations), and to use the information contained in
the SW records (rather than treating them as undesirable noise). We
present a multiscale scheme for full-waveform adjoint tomography
based on a (bi)orthogonal wavelet transform. Convergence and sta-
bility of the inversions are greatly improved when data and syn-
thetics are progressively presented to the algorithms in a
constructive multiscale approximation. Within the industry-stan-
dard elastic Marmousi model, we previously applied the multiscale
approach successfully to the BWs generated. We started with coarse
representations of the seismogram to correct a large-scale back-
ground model, and subsequently explained the residuals in the fine
scales of the seismogram to map heterogeneities with great com-
plexity. In this paper, we explore the sensitivity of SW in WD
tomography. The incorporation of SWs escalates the cycle-skipping
problems compared with inversions considering BWs only. How-
ever, envelope-based misfit functions applied in the same multiscale
framework, on the SW portions of the seismograms, rid the misfit
surface of the numerous local minima otherwise present, as we
show by spectral-element based adjoint modeling in a synthetic
model with challenging near-surface heterogeneity. From an initial
set of envelope-based SW inversions, we proceed to a set of WD
inversions of the SW, and ultimately conduct a set of WD inversions
on the entire seismogram containing SWs and BWs. Throughout
this sequence, we maintain the multiscale approach of presenting
increasingly fine-resolution wavelet subspaces of the multi-
component seismogram. We investigated the effect of incorrect den-
sity information on elastic inversions, and conducted trial inversions

for which the density was also an unknown, by simultaneously up-
dating VP, VS, and ρ. Based on our analyses and numerical experi-
ments, we formalize a flexible scheme for full-waveform inversion
including BWs and SWs, considering density, P-, and S-wave
speeds. Our scheme can be applied to exploration problems, but we
expect that it will also be useful for global-scale tomography, as
well as for smaller-scale inversion problems in geoengineering.
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APPENDIX A

THE ADJOINT METHOD

For completeness, we restate some of the main theoretical con-
cepts as reported by Bozdağ et al. (2011). For more complete and
detailed derivations, suggested references include Liu and Tromp
(2006), Tape et al. (2007), and Zhu et al. (2009). For a review of
the adjoint-state method, recommended references are Tarantola
and Nercessian (1984), Tromp et al. (2005), Plessix (2006), and
Fichtner (2011).
Suppose gðxr; xs; t;mÞ is any metric to measure the distance be-

tween the observations dðxr; xs; tÞ and the model predictions
sðxr; xs; t;mÞ, for model m, then the misfit function by combining
all sources s and all receivers r is defined by
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Figure 18. Normalized rms error between the target model and a variety of models including: the initial model with homogeneous density
structure (black, thin solid line), (top three panels) the model of Figure 17 with uniform density, held fixed (gray, thick dashed line), (bottom
three panels) the model of Figure 17 estimated by simultaneously updating ρ, VP, and VS (black, thick solid line), and the model of Figure 16,
estimated with the exact density held fixed (gray, thick solid line). From left to right are shown the rms error in terms of VP, VS, and ρ. We note
that in panel (c), the line for constant ρ overlaps with the initial line, and that the density rms error line with exact ρ is zero everywhere.
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χðmÞ ¼
X
s;r

ZT

0

gðxr; xs; t;mÞdt: (A-1)

The gradient of the misfit function is

δχðmÞ ¼
X
s;r

ZT

0

∂sgðxr; xs; t;mÞ · δsðxr; xs; t;mÞdt; (A-2)

where δs denotes the perturbations in the synthetic wavefield
sðxr; xs; t;mÞ due to perturbations to model δm, and ∂sgðxr; xs;
t;mÞ denotes the partial derivative of gðxr; xs; t;mÞ over the mod-
eled wavefield sðxr; xs; t;mÞ. Suppose we parameterize our model
m in terms of the mass density ρ and the elastic tensor cijkl.
Under the Born approximation (Wu and Aki, 1985), the ith com-

ponent of the perturbed wavefield δs can be expressed using the
components of the Green’s function Gij (the displacement response
in the i-direction to a unit point-force impulse in the j-direction) as

δsiðxr;xs;t;ρ;cjklmÞ¼−
Zt

0

Z
V

½δρðx 0ÞGijðxr;x 0;t− t 0Þ∂2t0sjðx 0;t 0Þ

þδcjklmðx 0Þ∂ 0kGijðxr;x 0;t− t0Þ
×∂ 0lsmðx 0;t 0Þ�d3x 0dt 0: (A-3)

We introduce an adjoint source given by

f†i ðx; tÞ ¼
X
r

∂sigðxr; xs; T − t;mÞδðx − xrÞ: (A-4)

The adjoint source involves the time-reversed derivative of
the defined metric gðxr; xs; t;mÞ over the synthetic wavefield
sðxr; xs; t;mÞ located at the station xr. We simultaneously back-
project f†i corresponding to one single source xs and all receivers
to get the adjoint wavefield components

s†jðx 0; t 0Þ ¼
Zt 0

0

Z
V

Gjiðx 0; x; t 0 − tÞf†i ðx; tÞd3xdt: (A-5)

For an isotropic material, the gradient of the misfit function in
equation A-2 can be expressed in terms of the model perturbations
δρ, δκ, and δμ,

δχ ¼
Z
V

½KρðxÞδρðxÞ þ KκðxÞδκðxÞ þ KμðxÞδμðxÞ�d3x;

(A-6)

whereKρ,Kκ , andKμ are Fréchet derivatives with respect to density
ρ, bulk modulus κ, and shear modulus μ, with the other two param-
eters held fixed:

KρðxÞ ¼ −
X
s

ZT

0

s†ðx; T − tÞ · ∂2t sðx; tÞdt; (A-7)

KκðxÞ ¼ −
X
s

ZT

0

½∇ ⋅ sðx; T − tÞ�½∇ · sðx; tÞ�dt; (A-8)

KμðxÞ ¼ −
X
s

ZT

0

2D†ðx; T − tÞ∶Dðx; tÞdt; (A-9)

where D and D† are the traceless strain deviator and its adjoint, re-
spectively. The above expressions are termed misfit kernels because
they involve the combined effects of making measurements for all
events and over all stations. In practice, we work with relative, not
absolute, and model perturbations.
For each source, the computation of kernels involves calculations

of one regular wavefield s and one adjoint wavefield s†. The adjoint
wavefield (equation A-5) relies on the form of the adjoint source
(equation A-4), which in turn depends on our choice of the metric
gðxr; xs; t;mÞ that defines the data misfit (equation A-1). Changing
the objective function only entails modifying the adjoint source.
For our inversions, we use the kernels K 0

ρ, the impedance kernel
(see also Prieux et al., 2013a), Kα, and Kβ, representing sensitivity
to density, P-wave speed, and S-wave speed perturbations, respec-
tively (Zhu et al., 2009). These are combinations of the expres-
sions A-7–A-9, namely,

K 0
ρðxÞ ¼ Kρ þ Kκ þ Kμ; (A-10)

KαðxÞ ¼ 2

�
1þ 4

3

μ

κ

�
Kκ; (A-11)

KβðxÞ ¼ 2

�
Kμ −

4

3

μ

κ
Kκ

�
: (A-12)

In the inversions considering the density as a model parameter, we
used the above three expressions. In the cases with known exact
(density), or when the density was held fixed, we used Kα and
Kβ but we set K 0

ρ ¼ 0. Again, to ensure adequate scaling of the
gradients, in practice, we work with relative model perturbations
and their associated kernels.

APPENDIX B

ALTERNATIVE ENVELOPE MISFITS

We discuss alternatives to equation 9, namely two different ob-
jective functions that are based on envelopes of the seismic wave-
form, proposed by Bozdağ et al. (2011) but not used anywhere else
in this paper.
The squared logarithmic envelope-ratio misfit function is

χ2ðmÞ ¼ 1

2

X
s;r

ZT

0

�
ln

Edðxr; xs; tÞ
Esðxr; xs; t;mÞ

�
2

dt: (B-1)
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Its associated adjoint source takes the same form as equation 16,

f†ðx; tÞ ¼
X
r

ðErat
2 s −HfErat

2 ½Hfsg�gÞδðx − xrÞ; (B-2)

but with a newly defined ratio Erat
2 taking the place of Erat

1 in equa-
tion 16, namely,

Erat
2 ¼ lnðEsÞ − lnðEdÞ

ðEsÞ2
: (B-3)

The weighting of small residuals by the ED misfit function Erat
1 is

very different than that by the squared logarithmic envelope ratio
misfit function Erat

2 . In both cases, care has to be taken to avoid
division by small numbers.
A third alternative envelope-based misfit function is to measure

the crosscorrelation envelope-traveltime misfit ΔTE, determined as
the time shift that maximizes the crosscorrelation (Luo and Schus-
ter, 1991) of the envelopes of synthetic Es and observed data Ed:

χ3ðmÞ ¼ 1

2

X
s;r

½ΔTEðxr; xs; t;mÞ�2: (B-4)

The corresponding adjoint source has the same expression as
equation B-2, but with the ratio Erat

3 replacing Erat
2 ,

Erat
3 ¼ Mttw

∂tEs

Es
; (B-5)

where w is a window function (e.g., from software such as FLEX-
WIN; Maggi et al., 2009) applied to the records before taking cross-
correlations, and Mtt contains the traveltime shift between the
envelopes of synthetics and observations determined by crosscor-
relation, normalized by the temporal integral of the windowed prod-
uct of the synthetic envelope and its second time derivative:

Mtt ¼ ΔTER
T
0 wðtÞ∂ttEsðtÞEsðtÞdt

: (B-6)

The derivations are contained in the work by Luo and Schuster
(1991), Marquering et al. (1999), and Dahlen et al. (2000).
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