Quantitative characterization of coal by means of microfocal X-ray computed microtomography (CMT) and color image analysis (CIA)
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Abstract

Microfocal X-ray computed microtomography (CMT) is a novel technique that produces three-dimensional maps of the distribution of the linear attenuation coefficient inside an object. In contrast to the more conventional medical computerized tomography (CT) systems, a microfocal X-ray source is used. This enables a far better spatial resolution. The linear attenuation coefficient or tomodensity is dependent on the physical density and the mineralogy of the object to be imaged, and on the energy of the radiation used. Earlier work by Verhelst et al. (Verhelst, F., David, P., Fermont, W.J.J., Jegers, L., Vervoort, A., 1996. Correlation of 3D-computerized tomographic scans and 2D-color image analysis of Westphalian coal by means of multivariate statistics. Int. J. Coal Geol. 29, 1-21) presented the results of the correlation of the tomodensities obtained from three-dimensional CT scans with two-dimensional data on the composition of a coal sample acquired with color image analysis (CIA), a camera technique. This analysis assumed the linear proportionality of the tomodensity with the real physical bulk density, which is true only for certain energy ranges. In this paper, we use CMT devices for a similar correlation. For sake of comparison, the same core sample was used. First, new CIA data on the surface composition along two profiles were sampled with greater detail (100 µm). These data are subjected to a geostatistical analysis to quantify the spatial dependence between the measurements. Second, CMT tomograms were made, yielding spatial resolutions twice as high as medical CT. A
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multivariate correlation was carried out, and two improved (geo)statistical methods are suggested. The different energy range of the microfocal X-ray source compared to medical CT, however, produces some bias in the correlation of the tomodensities with the surface percentages of the constituents. We therefore suggest that the linear attenuation coefficient be treated as a separate unit. No attempt was made to translate the linear attenuation coefficient to the physical bulk density of the different constituents of coal (e.g. macerals). © 1997 Elsevier Science B.V.
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1. Introduction

Previously, Verhelst et al. (1996) correlated three-dimensional tomodensity (or linear attenuation coefficient for X-rays) measurements with two-dimensional compositional data for a linear set of intervals on or near the surface of a coal sample. The tomodensities were obtained with the conventional (medical) computerized tomography (CT) technique, along a profile or trace through a coal sample perpendicular to the layering. The percentages of five different constituents of the coal (vitrinite, liptinite, inertinite, pyrite and voids, filled with binder) were acquired on the surface with color image analysis (CIA).

Among the recent developments in CT is the fabrication of systems using microfocal X-ray equipment. Computed microtomography (CMT) produces higher-resolution maps of the distribution of the linear attenuation coefficient inside a sample (Sasov, 1987; Jasti et al., 1993; Spanne et al., 1994; Simons, 1996 and references therein). New devices have been made commercially available (Fuhrmann, 1993, 1994, 1995). The performance of microtomography depends on the size of the sample, since the object is placed in a cone beam. The positioning of the sample in the beam will optimize photon counting statistics. The pixel size and highest significant spatial frequency achieved are determined after the measurement. The best way to quantitatively evaluate the reliability of this new technology for the characterization of geologic media, e.g. coal, consists in performing a similar analysis as in Verhelst et al. (1996) on material from the same core sample. In this paper, new surface data on the composition of the same Westphalian A coal treated by Verhelst et al. (1996) are obtained with much smaller sampling intervals than the previous study. This is done to yield smaller pixel sizes suitable for comparison with the enhanced-resolution microfocal CMT measurements. The microtomographic slice through the sample is obtained within only a few tens of microns from the surface.

The real physical composition of the coal material under study has a high intrinsic spatial fluctuation. CIA measurements obtain average compositions of a certain area (called the support in geostatistical theory) which is $100 \times 100$ $\mu$m$^2$ in this study. It should be noted that this area is larger than the spatial variability of the coal composition. However, this CIA resolution is in turn an order of magnitude better than the resolution of the CMT. This enables us to consider the spatial resolution of the CIA measurements, although not perfect, as the ‘reality’ to be compared with the CT measurements.

After a brief discussion of the techniques used, the results for both CIA and CMT
will be presented. A multivariate correlation between the compositional measurements and the tomodensities will be performed by means of multiple linear regression analysis. In this paper we present the results obtained with this novel technique and show the potential of correlating CIA with CMT, in comparison with the results of the correlation of CIA with conventional CT as presented in Verhelst et al. (1996). To improve this correlation, we suggest two (geo)statistical methods.

2. Background

2.1. Computerized tomography

The principles of CT and their application to the characterization of geologic media have been discussed elsewhere (Herman, 1980; Wellington and Vinegar, 1987; Swennen et al., 1990; Boespflug et al., 1994; Orsi et al., 1994; Verhelst et al., 1995; Verhelst and Simons, 1997). From a set of projection data taken at different angles, the distribution of the linear attenuation coefficient inside the volume of the sample is reconstructed. X-rays can be considered as waves and as a flow of particles. In the latter description, X-rays are seen as energy quanta. Each X-ray quantum originating from the source can traverse an object with a certain probability. Some quanta do not traverse. This attenuates the beam, which is recorded by the detector as a reduced intensity of radiation. This transmitted intensity is exponentially proportional to the linear attenuation coefficient of the sample following Beer’s Law, which describes macroscopically the probabilistic behavior of the energy quanta.

In the energy range of X-ray tubes most frequently used, the linear attenuation coefficient or tomodensity is known to depend predominantly on three different physical interaction processes of radiation with matter. Both the photoelectric and the Rayleigh effect are influenced by the energy \( E \) of the radiation, the effective atomic number \( Z \) of the irradiated matter and the bulk density. The Compton effect depends only on the energy of the X-ray photons. The linear attenuation coefficient \( \mu \) (dimension \([\text{L}^{-1}]\)) can be written as the sum of these three contributions: the first term represents the photoelectric, the second the Compton and the third the Rayleigh effect (Curry et al., 1990)

\[
\mu = \frac{1}{2000} \cdot N_A \cdot \rho \left( 9.8 \frac{Z^{3.8}}{E^{3.2}} + 0.597 e^{[-0.0028(E-30) \cdot \text{bar}]} + 1.25 \frac{Z^{2.5}}{E^{1.9}} \right).
\] (1)

\( N_A \) is Avogadro’s number. For hexagonal carbon with \( Z = 6 \) and \( \rho = 2250 \text{ kg m}^{-3} \) (Klein and Hurlbut, 1993), the linear attenuation coefficient will behave as in Fig. 1. In the energy domain around 100 keV, \( \mu \) is quasi energy-independent (the almost flat regions of the curve) because the only significant contribution comes from the Compton effect. This independence of energy is important. Compared with the almost monochromatic (single-energy) synchrotron X-ray sources (SXS), conventional X-ray sources
used for medical purposes (e.g. Verhelst et al., 1995), and the microfocal X-ray sources used in this study, emit a large spectrum of X-ray energies. If £ were energy-dependent within this range, this would cause an undesirable gradual alteration of the energy content of the X-ray beam, since the lower-energy portions of the radiation would be preferentially removed. This process is commonly referred to as beam hardening.

Moreover, the Compton effect is independent of the atomic number of the sample, see Eq. (1), causing a linear proportionality of £ with the bulk density of the sample. It is this energy region that is of most interest. Earlier attempts to correlate tomodensity with composition through density by multiple linear regression were carried out in this range.

CMT relies on the enhanced spatial resolution of the individual projections by using a microfocal X-ray tube, thus producing sharper tomographic sections.

2.2. The microfocal X-ray tube

Medical CT facilities operate with conventional X-ray tubes. X-rays are generated from the entire target surface since the electrons are poorly focused. Microfocal X-ray tubes (Ely, 1980) are constructed so that electrons are focused before they hit the target (Fig. 2). The X-rays emerge from a tiny area called the focal spot. The reduction of the focal spot has several interesting advantages. These will be illustrated for the projection mode of X-radiography. It must be borne in mind that the same considerations pertain to the tomographic mode as well, since a tomogram is reconstructed from a number of projections at different angles.

Two parameters influencing the spatial resolution of the image of an object must be introduced.

The geometrical or penumbral unsharpness is directly related to the breadth of the source or the size of the focal spot (Fig. 3). If the source, the object and the detector are at a certain distance from each other there will be a part of the detector where X-ray
nergy from the entire breadth of the source is detected, attenuated by passing through the object. In Fig. 3 this corresponds to the region from point $d$ to $e$. Another region, beyond $f$, records the unattenuated intensity from the entire source. In between these two regions lies the *penumbra*, from $e$ to $f$, with an X-ray intensity varying between the maximum (unattenuated) and the minimum (attenuated) intensity. Between this

\[ d_s = \text{breadth of the source (focal spot size)} \]

\[ d_{GU} = \text{geometrical unsharpness} \]

Fig. 3. The geometrical unsharpness.
geometrical unsharpness \( d_{GU} \) and the focal spot size \( d_s \), the following relationship holds (Stegemann et al., 1992):

\[
d_{GU} = d_s \cdot \frac{L_2}{L_1}
\]

(2)

The **intrinsic unsharpness** is caused by secondary radiation originating in the object. In the definition of the linear attenuation coefficient, it is assumed that scattered Compton radiation, diffracted Rayleigh radiation or any characteristic X-radiation resulting from the photoelectric absorption process is ‘lost’ as image-producing radiation. Nevertheless, if these photons reach the detector, they produce noise. This noise can be diminished if the object is placed away from the detector (Fig. 4).

Placing source, object and detector apart enables the image to be enlarged. The **geometrical image magnification** \( M \), can be expressed as (Fig. 3)

\[
M = \frac{O_2}{O_1} = \frac{L_1 + L_2}{L_1} = 1 + \frac{L_2}{L_1}
\]

(3)

and is therefore directly related to the geometrical unsharpness \( d_{GU} \) and the focal spot size \( d_s \) through the following formula:

\[
d_{GU} = d_s \cdot (M - 1)
\]

(4)

Therefore, the smaller the focal spot size, the more the image can be enlarged with still acceptable geometrical and intrinsic unsharpnesses.

2.3. Color image analysis

Excellent detailed accounts of the principles of CIA and its use in the quantitative characterization of coal have been given elsewhere (David and Fermont, 1993a,b). Here
only a brief summary and a clarifying figure will be given (Fig. 5). CIA allows the quantitative recognition of species on the basis of their color composition. Maceral groups or mineral species are characterized by a range of intensity values for red, green and blue (RGB). The range of intensities considered as ‘characteristic’ is contained within threshold values that are defined in the calibration phase before each set of measurements. A specific image pixel is recognized to belong to a certain mineral group only if its RGB intensities fall within all thresholds defined. A pixel can belong to more groups at the same time if the areas defined by the threshold values in the RGB-space overlap. In such a case, the pixel is assigned to both groups. A pixel that cannot be found to belong to a specific mineral group is left unassigned. Surface percentages of the different components for which thresholds have been defined are calculated as the ratio of the pixels assigned to the particular group divided by the total number of pixels that could be assigned in the image. This illustrates the trade-off between the percentage of the area of the image that can be assigned to a particular group and the accuracy with which this is done. The broader the range between the thresholds, the more easily pixels are recognized and assigned, but the more overlap exists between the groups, resulting
in a poorer species resolution. The calibration consists of adjusting the thresholds until the user is visually satisfied with the result.

2.4. Resampling and Fourier frequency filtering, cross-correlation

Of fundamental importance in the quantitative correlation of signals are the following three considerations.

The signals to be compared must have the same sampling intervals. All signals treated by the computer must be represented as discrete samples with a specific sampling interval. To be able to piecewise compare sequences of samples, the sampling intervals should be identical in length (Davis, 1986). This is not a priori the case in the comparison of tomographic with image analysis data. The resampling procedure used in this study will be quite straightforward. An average is determined of those sampling intervals of which the central point falls within a new, this time larger, sampling interval.

The two signals must have approximately the same frequency content. Following Fourier's theorem, a signal can be written as an integral of sine and cosine terms of continuously varying, spatial, frequency. This integral can be approximated as a finite sum of periodic components with discrete frequencies. The higher (and the more significant, that is, showing high amplitudes) the highest spatial frequency present in the signal, the more accurately sharp variations in space are described. For two signals with a considerable difference in frequency content, the one with the narrowest frequency content, not being able to follow the sharp changes in the other signal, gives rise to a transition zone at every abrupt variation. In a piece-by-piece comparison of both correlated signals (e.g. by regression analysis), this transition zone causes an extra bias. By adjusting the frequency contents of both signals, the smoothness of the signals will become comparable, and the correlation will be more correct. By means of a fast Fourier transform (FFT) algorithm, the largest significant frequency of all our signals will be determined. This frequency will be called the cut-off frequency. The cut-off frequency is related to the maximal spatial resolution. To equalize the frequency contents of both the CMT and the CIA measurements, the amplitudes of the frequencies beyond the cut-off frequency will be set to zero for both signals, and the series will be transformed back into the spatial domain.

A plot of the spatial frequencies and their amplitudes also reveals the possible cyclic behavior of the series. The frequency analysis (not shown here) of the coal in our study showed prominent (depositional?) cycles having periods of about 2.20, 3.08 and 7.70 mm. This property will not be emphasized here, but will be mentioned again later, since the same cycles show up in the experimental variograms.

The relative positioning of the signals will be performed using cross-correlation (Davis, 1986). From the tomographic slice through the object, taken as close as possible to the surface, two traces will be obtained that geometrically best match the two surface traces analyzed with CIA. However, both signals may be slightly off-phase. Therefore, the cross-correlation function for both signals will be calculated. Maximizing the cross-correlation function at lag \( \tau \) corresponds to making both signals overlap maximally. In our study, the cross-correlation between the vitrinite and liptinite contents of
the CIA-signals and the tomodensity signals of the CMT measurements will be maximized by shifting the signals at different relative positions \( \tau \). The signals are then kept at the position corresponding to the maximum cross-correlation value, which means that the traces are properly aligned.

A major assumption is that the CIA signal is accurately composed. The stepping from frame to frame has to be performed by hand. Small deviations from the exact interval are inevitable. These fluctuations are not considered crucial, as long as the average error is close to zero, otherwise a cumulative error will be introduced.

2.5. Multiple linear regression analysis

Central to our approach is the assumption that the linear attenuation coefficient or tomodensity \( \mu \) (expressed in multiples of m\(^{-1}\)) varies linearly with the physical density (whose units are kg m\(^{-3}\)). This is most likely to be true if the energy spectrum of the X-radiation falls within the flat regions of the curve plotted in Fig. 1. The physical bulk density of the coal is of course related to its composition, here expressed as the surface percentage of the constituents. Under the above assumptions, it is reasonable to solve

\[
y_i = a + b_1 \cdot x_{1i} + b_2 \cdot x_{2i} + \ldots + b_m \cdot x_{mi} + e_i
\]

for the regression coefficients \( b_2 \rightarrow m \). In this way, the tomodensity is considered as the dependent variable \( y \), and the surface percentages of vitrinite \( (x_1) \), liptinite \( (x_2) \), inertinite \( (x_3) \), pyrite \( (x_4) \) and voids \( (x_5) \), as the independently varying parameters defining \( y \). The term \( e \) is an error term that is minimized in a least squares sense. A measure of how well the CIA-surface percentages are successful in predicting the CMT-tomodensity is provided in the coefficient of multiple determination \( R^2 \). This coefficient can be interpreted in terms of the percentage of the variability of the data that is explained by the regression model versus the total variability of the data, which obviously includes secular variations (random errors or residuals) not predicted by the regression line.

Multiple regression analysis is powerful provided some conditions are met (Harnett and Murphy, 1980): (1) As has been stated above: a linear relationship between the variables must be present on physical grounds. (2) A normal distribution of the errors is assumed. The least squares method uses the squared Euclidean length of the error (residual) vector, which inherently weights large errors heavily, and produces bias in the case of longer-tailed distributions (Menke, 1989). Normality is judged from a study of the histograms of the residuals of the analysis (i.e., the difference of the observed versus the predicted values). (3) No correlation is allowed between subsequent observations. The absence or presence of serial correlation can be indicated by the d-value of the Durbin-Watson test (Harnett and Murphy, 1980) and quantitatively assessed by a study of the experimental semivariogram of the data (Journel and Huijbregts, 1978). This geostatistical tool is discussed in the following section. Given the method of sampling (along a profile perpendicular to the compositional banding of the coal), the serial dependence is a spatial autocorrelation of the (tomodensity).

The independent variables must be mutually independent. That is, no strong correlations between the independent variables may exist, as the matrix \( x_{ij} \) that relates the data
y_i to the model parameters (the independent variables) b_j must not be ill-conditioned (Tarantola, 1987). This correlation can be assessed by producing a square correlation matrix between the variables. The awareness of this problem is particularly important in the analysis of geological data, since these are generally presented in normalized form, forming a closed sum (this is commonly referred to as the closure problem). Therefore, at least one negative correlation between the variables always exists (Whitten, 1993).

2.6. The geostatistical language

Conventional statistics only considers independent observations. This assumption does not hold for geologic parameters, such as the variation of composition or tomodensity perpendicular to the layering of a coal sample. The composition and tomodensity at one point are not independent from those at an adjacent point. Quantification of this spatial autocorrelation is the subject of geostatistics. An excellent textbook is available by Journel and Huijbregts (1978). The software used in this paper is GSLIB (Deutsch and Journel, 1992).

Fig. 6. Photograph of the surface of the coal sample. The frame corresponds to approximately 100 μm.
The experimental semivariogram is a fundamental geostatistical tool. Since the value of a function \( f \) at a point \( x \) (e.g., the vitrinite content at \( x \), in \%) is not independent from the value at \( x + h \), a good measure of this autocorrelation in terms of the lag \( h \) is the mean of the squared differences (in \%) between \( f(x) \) and \( f(x + h) \) over all \( n(h) \) possible sets of pairs separated by a distance \( h \). This expression is called the \textit{experimental variogram} \( 2\gamma^*(h) \)

\[
2\gamma^*(h) = \frac{1}{n(h)} \cdot \sum_{i=1}^{n(h)} \left[ f(x_i) - f(x_i + h) \right]^2 .
\]  

(6)

The \textit{semivariogram} is given by half this expression. A common theoretical model is the \textit{spherical} semivariogram \( \gamma(h) \), which is given by

\[
\gamma(h) = \begin{cases} 
  c \left( \frac{3h}{2a} - \frac{h^3}{2a^3} \right) & \text{for } h \leq a \\
  c & \text{for } h \geq a 
\end{cases}
\]  

(7)

(8)

The variance of the measurements reappears as the \textit{sill} \( c \) of the semivariogram. The distance at which \( \gamma(h) \) invariably becomes equal to \( c \) is the zone of influence called the \textit{range} \( a \). The value of \( \gamma(h) \) may be higher by a term called the \textit{nugget} \( N \). The value of

\[\text{Fig. 7. CMT-tomogram. The tomodensities are represented by gray scaling. The diameter of the sample is approximately 2 cm.}\]
Fig. 8. Cumulative normalized surface percentages of the five constituents sampled along trace 1. Each of the 150 measurements corresponds to a length of 100 μm along the trace. Plotted from the bottom up are vitrinite, liptinite, inertinite, pyrite and binder.

Fig. 9. Cumulative normalized surface percentages of the five constituents sampled along trace 2.

N/c corresponds to the fundamental uncertainty present in the set of observations. This can be understood by means of Fig. 6, where the variability within one frame of the CIA-measurement can be easily distinguished. Due to the support (averaging) of the measurement, that variability cannot be captured by the measurement. One CIA image corresponds to the frame drawn, one CIA result corresponding to the compositional percentages averaged over the frame.

From the above properties it is apparent that periodic (autocorrelated) series have an experimental semivariogram that oscillates with the same frequency. γ(h) has minima at distances that correspond to the dominant periods in the signal. This will be made visible by the figures in a later section.

As mentioned before, multiple linear regression analysis requires the serial independence of observations in order to be quantitatively interpretable. In the results presented below, the experimental semivariograms of the data will give an indication of the
Fig. 10. Filtered normalized surface percentages of trace 1. The highest significant spatial frequency is set to 667 μm, in accordance with the CMT-measurement.

Fig. 11. Filtered normalized surface percentages of trace 2.

presence and the extent of this autocorrelation, by the value of the range \( a \). A suggestion for ‘removing’ the serial autocorrelation will be given in the discussion.

3. Sample provenance, preparation and measurements

The sample was taken from coal seam 20 (KS 54) of the Peer borehole in Belgium, at a depth of 1108.54–1108.68 m. This seam was previously assigned to the Upper Westphalian A and classified as high volatile A bituminous coal with a vitrinite reflectance of 0.97% \( R \), (Verhelst et al., 1996). Well Peer was drilled as a pilot well to ascertain the occurrence of methane and the possibilities of coal bed methane extraction (CBM).

On the polished surface of the impregnated sample, two traces, perpendicular to the compositional banding, were followed with CIA, over a length of approximately 1.5 cm.
The two traces were spaced 7.2 mm apart. Each trace was composed of about 150 images of $100 \times 100 \ \mu m^2$, a significant reduction compared to the $170 \times 300 \ \mu m^2$ used by Verhelst et al. (1996). The equipment used in this study was the same as described in Helsen et al. (1995) and Verhelst et al. (1996). All settings, i.e. light source, diaphragm, filters, voltage, lenses and threshold values were kept constant throughout calibration and measurements.

CMT was carried out by INTRAVIS GmbH in Aachen, Germany, using an INTOS 160 microtomograph. Acquisition and reconstruction time lasted 120 min each. We used 360 projections in the full three-dimensional reconstruction of the whole sample. From these data, a section was obtained that ran as close as possible to the surface (about 100 \mu m). The configuration was calibrated in order to yield the best possible images, with the highest signal-to-noise ratio. This required an acceleration voltage of the microfocal X-ray tube of 50 keV. The current through the filament was 100 \mu A. The image was rotated and the traces were extracted from the section. The pixel size of the slice was $53 \times 53 \ \mu m^2$.

The resampling procedure described earlier converted both signals to intervals with a length of 100 \mu m, in accordance with the CIA-measurements.

The INTOS 160 system merits further discussion since a similar system has not been used previously for the quantitative characterization of geologic media. Central is the X-ray source, a cone beam microfocal tube, with spot diameter going down to 5 \mu m. The voltage is variable from 40 keV up to 160 keV, the current from 100 to 200 \mu A. For small samples, a newly developed water cooled CCD camera, equipped with a 16 bit A/D converter, is used. The image area has a field of view of $10 \times 10 \ mm^2$ with a resolution of 512 by 512 pixels. A manipulator system of 7 axes can move sample and detectors with very high accuracy. All components are shielded in a leaden box which can be mounted onto a vibration isolation system controlled by a microprocessor. The reconstruction is performed implementing the Feldkamp algorithm, going directly from the projection data to the three-dimensional model without creating two-dimensional slices in the first step, thus incorporating a maximum amount of data. An arbitrary section or tomogram can be obtained subsequently.

4. Results

The final tomogram obtained by the CMT-measurement is given in Fig. 7, where the coal constituents clearly exhibit different absorption and scattering behavior for X-rays. The original normalized surface percentages of the maceral groups vitrinite, liptinite, inertinite, the mineral pyrite and the voids, filled with aralite binder, are plotted on top of each other along profile 1 in Fig. 8 and along trace 2 in Fig. 9. Figs. 10 and 11 depict the filtered equivalents of the signals of trace 1 and 2, respectively. FFT-filtering suppressed all frequencies beyond a cut-off which was set to a period of 667 \mu m, in accordance with the maximum significant spatial frequencies present in the tomodensity signals. This greatly improved the results of Verhelst et al. (1996), who used a cut-off frequency of approximately 1500 \mu m. Clearly, CMT yields significantly better results as far as the spatial resolution is concerned.
In Figs. 12 and 13, the filtered tomodensity signals of trace 1 and 2 are shown, together with the prediction based on the regression equations given by

\[
\text{TOMODENSITY} = (63.571 \pm 2.683) + (0.707 \pm 0.129) \times (\%\text{LIP}) \\
+ (0.103 \pm 0.370) \times (\%\text{INE}) + (3.941 \pm 3.208) \times (\%\text{PYR}) \\
+ (12.119 \pm 3.841) \times (\%\text{BIN})
\]

for trace 1. The equation for trace 2 becomes

\[
\text{TOMODENSITY} = (71.473 \pm 1.829) + (0.967 \pm 0.086) \times (\%\text{LIP}) \\
+ (1.226 \pm 0.630) \times (\%\text{INE}) - (1.321 \pm 0.929) \\
\times (\%\text{PYR}) - (9.092 \pm 2.384) \times (\%\text{BIN}).
\]

where \%LIP, \%INE, \%PYR and \%BIN denote the surface percentages of liptinite, inertinite, pyrite and binder, respectively. The multiple coefficient of determination $R^2$
is 0.481 for trace 1 and 0.539 for trace 2. The uncertainties quoted are standard errors of the regression coefficients. The surface percentage of vitrinite was rejected as an independent variable since its correlation with the liptinite content was too high (−0.933 and −0.990 for the filtered signals of trace 1 and 2). This was to be expected, as mentioned above, since the normalized surface percentages form a closed sum. Vitrinite and liptinite are far more abundant than the three other components. A high vitrinite surface percentage invariably causes a low liptinite percentage. The reverse is also true. Due to the abundance of vitrinite, the closure problem is not so essential for the remaining variables, once we have eliminated vitrinite as an independent variable. We can consider vitrinite as some kind of a background, that fills all the remaining space. The other compositions can be treated as independent variables in a first approximation.

5. Discussion

Visual inspection of the curves warrants the conclusion that there exists a close correlation between the tomodensity of an interval and its surface composition. However, the correlation coefficients are lower than those found in the correlation of CIA with traditional CT measurements as quoted in Verhelst et al. (1996). The medical CT used in the paper by Verhelst and co-workers operated at maximum photon energies of 137 keV. Given the characteristic shape of white X-ray spectra, it was acceptable to infer that the larger part of the energy spectrum fell within the flat part of the curve defined for carbon (Fig. 1). This allowed the assumption of a direct proportionality between the physical bulk density and the linear attenuation coefficient or tomodensity, upon which the multiple linear regression was based. The microfocal X-ray source used in this study operated at maxima of 50 keV. There seems to be an appreciable

![Graph](image-url)

Fig. 14. Results of the breakpoint regression for trace 1. The position of the breakpoint is indicated by the dotted line.
Fig. 15. Experimental semivariogram for the vitrinite surface percentage of trace 1. A spherical model curve was fitted through the data. X-axis: distance between pairs in number of observations (each 100 µm). Y-axis: semivariogram value in %. Range a: 19. Sill c: 694.32. Nugget N: 215.

Fig. 16. Experimental semivariogram for the liptinite surface percentage of trace 1. A spherical model curve was fitted through the data. X-axis: distance between pairs in number of observations. Y-axis: semivariogram value in %. Range a: 19. Sill c: 510. Nugget N: 200.

contribution of the photoelectric and Compton effects, which altogether bias the straightforward linear relation with composition.

One way of statistically improving the results is to assure that all variables are normally distributed. This is one of the conditions for multiple linear regression to be quantitatively meaningful. If the dependent variable (the tomodensity) is separated in two subgroups, one above and one below its trace average, and two different regression equations are defined for the two subpopulations, the percentage of variance explained $R^2$ dramatically increases to 81.587%, which is equivalent to a correlation coefficient $R$ of 0.903. This procedure is known as piecewise linear regression or breakpoint regression. For trace 1 the predicted versus observed curves following this method are plotted in Fig. 14. Inspection of the normal quantile plots for the two subgroups of
independent variables shows they have a better normal distribution than the group as a whole.

A second, geostatistical, improvement is suggested here. The Durbin–Watson test on the residuals shows that the variables are not independent (the $d$-value is 0.141 for trace 1 and 0.189 for trace 2, both for about 150 analysed data). The semivariogram not only indicates the presence but also the extent of serial autocorrelation. The experimental semivariograms for the variables vitrinite and liptinite of trace 1 are presented in Figs. 15 and 16. As trace 2 is essentially identical data are not shown. (This was as expected due to the closeness of the two signals (7.2 mm) and the relative lateral continuity of the layering. This supports another major underlying assumption of this study, viz. that the variability in the plane of the layering is negligible. It was therefore reasonable to assume that CIA and CMT measurements, albeit performed at different distances from the surface of the sample, essentially describe the same physical properties.)

Note that, as discussed earlier, the experimental semivariograms oscillate around the sill value according to the cyclicity of the signals. The minimum around 3.00 mm most clearly corresponds to the dominant cycle with the same period that was observed from the frequency analysis.

A theoretical spherical model curve has been fitted through the data. It is obvious that the surface percentages of vitrinite and liptinite show spatial autocorrelation. This is quantified by a geostatistical range of 18 observations or 1800 $\mu$m (average range of trace 1 and 2). A possible solution to overcome this problem is making different sets of observations spaced 1800 $\mu$m apart, and performing the multiple linear regression analysis on each of these series. The regression coefficients can subsequently be averaged taking into account the reciprocals of their variances, following a procedure described by Hodges and Lehmann (1970) and previously adopted by Verhelst et al. (1996). In this way, the spatial autocorrelation is ‘removed’ by selecting mutually independent observations. The relative shortness of our data series, however, did not allow for this procedure to be followed, since subseries of only 9 data would be created (9 x 18 more or less equals the original length of our signals).

Both improvements, however, may be executed on arbitrary data sets which are not sufficiently normally distributed or serially independent for a quantitative appreciation of multiple linear regression to be made.

6. Conclusion

Microfocal X-ray computed microtomography (CMT) is a superior imaging technique. For a sample of approximately 1.5 x 1.5 x 1.5 cm$^3$, its resolution could be brought down to a pixel size of about 53 $\mu$m, with an effective highest spatial frequency corresponding to 667 $\mu$m. The tomodensity represents the linear attenuation coefficient for X-rays, which can be interpreted in terms of density and mineralogy. If a direct correlation between the tomodensity and the physical density is sought, however, the peak of the X-ray spectrum should be tuned to the energy region where only Compton scattering occurs. This cannot be done without a priori knowledge of the material to be investigated.
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Additional explanation and figures may be found at:
http://wwwak.tn.tudelft.nl/~fre/KULeuven/ct_cia.html
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