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S U M M A R Y

Passive seismic inversion at the reservoir scale offers the advantages of low cost, negligible

environmental impact and the ability to probe a target area with low-frequency energy not

afforded by even the most modern active-source seismic technology. In order to build starting

models suitable for full-waveform wave speed tomography, characterization of earthquake

sources is an indispensable first step. We present a workflow for the centroid moment tensor

(CMT) inversion of seismic events identified in a passive seismic data set acquired by a large

and dense array of three-component broad-band seismic sensors in a mountainous setting in the

Himalayan foothills. The data set comprised 256 instruments operating for 2×4 months over

an area of 8000 km2. An initial 3-D wave speed model was determined for the region via the

analysis of first-arriving traveltime picks. Of the 2607 identified seismic events that were well

recorded at frequencies between 0.2–50 Hz, 86 with magnitudes 1.3 ≤ M ≤ 3.0 initially had

their CMT focal mechanisms determined by a waveform fitting procedure built on a Green’s

function approach in a 1-D layered average wave speed model, for stations within an offset

of 10 km, in the frequency range 0.2–1.4 Hz. Here, we obtain updated CMT mechanisms for

the 86 events in that catalogue via multicomponent full-waveform inversion in the 3-D wave

speed model. Our workflow includes automated data- and model-driven data selection using a

combination of different metrics derived from signal-to-noise considerations and waveform-

fitting criteria, and relies upon spectral-element simulations of elastic wave propagation in

the 3-D wave speed model, honouring topography. Starting from the initial CMT solutions,

we seek improvement to the data fit within the frequency band 0.5–2.5 Hz by minimizing

the waveform difference between observed and synthetic data, while accommodating wave

speed-model errors by allowing for small time-shifts. We balance uneven data coverage and

tune their contributions via data-space weighting functions. We quantify the improvements to

the data fit in terms of different metrics. We summarize the changes to the CMT solutions,

and present and analyse the resulting catalogue for the region, including their breakdown into

double-couple and non-double couple components, and their relation to mapped faults.

Key words: computational seismology; waveform inversion; earthquake source parameters.

1 I N T RO D U C T I O N

In areas of the world where active-source acquisition is challenging,

naturally occurring (micro-)earthquakes may provide useful infor-

mation for hydrocarbon exploration (Saltzer et al. 2011; Tselentis

et al. 2011). Using spontaneous seismicity is cost-effective and

environmentally friendly, and offers access to low-frequency and

large-offset data that are vital (Virieux & Operto 2009) to building

good starting models for full-waveform inversion (FWI). Equally

important for seismic imaging as currently practiced across scales

(e.g. Liu & Gu 2012; Tromp 2020) is the characterization of the

source. To use earthquakes as sources for tomographic inversion

(e.g. Tape et al. 2009; Bozdağ et al. 2016; Lei et al. 2020), knowl-

edge of the moment tensor (Jost & Herrmann 1989; Tape & Tape

2013) is crucial. The focal mechanism furthermore plays a central

role in understanding regional tectonics (e.g. Vicente et al. 2008;
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Hingee et al. 2011), the evolution of the stress field in scenarios of

induced seismicity (e.g. Li et al. 2011), and for studies of proba-

bilistic seismic hazard (e.g. Convertito & Herrero 2004).

The centroid moment tensor (CMT) represents a seismic point

source by means of the six components of the symmetric moment

tensor, the three space coordinates of the centroid, and a source-

time function (Ekström et al. 2012). Waveform-based inversions for

CMT mechanisms may include deterministic least-squares meth-

ods (e.g. Liu et al. 2004; Kim et al. 2011), statistical sampling

approaches (e.g. Vackář et al. 2017; Fichtner & Simutė 2018), neu-

ral networks and pattern recognition (e.g. Käufl et al. 2014, 2015),

and may involve any of a number of observables (both seismic and

geodetic) and numerical methods (e.g. normal-mode summation,

WKBJ synthetics, finite-difference, finite-element, spectral-element

approaches) to carry out the forward modelling of the seismogram

in simplified or realistically heterogeneous media. Specific issues

arising from the shallowness of earthquake seismic sources and

their inversion based on high-frequency seismic waveforms were

discussed by Hejrani & Tkalčić (2020). As regards the generally

smaller events (microseisms) and often exotic mechanisms of in-

duced seismicity or hydraulic fracturing, questions of resolvability

from a variety of observational vantage points (e.g. surface mon-

itoring or borehole acquisition) have been addressed by Eyre &

van der Baan (2017), and Willacy et al. (2019) developed a full-

waveform workflow for event location and moment tensor inversion

in those settings. Particularities related to the automatization of re-

gional moment-tensor calculations using high-performance com-

puting infrastructure have recently been discussed by Triantafyllis

et al. (2021).

In our particular problem setting, we have access to an initial

3-D wave speed model and initial CMT solutions. Both of these

were derived under restrictive assumptions from limited data and

modelling efforts (i.e. automated traveltime picks, polarity analysis,

near-offset records, 1-D average wave speed models). They require

updating and extending to realize the benefits of passive-source

data acquisition for resource exploration and reservoir imaging, and

for tectonic interpretation. Our well-curated and quality-controlled

data set is derived from a large and dense array of three-component

broad-band seismic sensors. We follow the framework of Liu et al.

(2004) and Kim et al. (2011) to improve on the CMT solutions

by minimizing the least-squares waveform differences between the

observations and synthetics calculated via spectral-element mod-

elling (Komatitsch & Tromp 1999) in the 3-D elastic initial model.

The unstructured mesh, generated internally by the open-source

code SPECFEM3D (Peter et al. 2011) honours the topography of the

mountainous Khatlon Region in the Himalayan foothills.

Beyond the complexity of the wave-propagation modelling, the

low magnitudes of the seismic events, 1.3 ≤ M ≤ 3.0, present chal-

lenges for full-waveform CMT inversion due to the inherent low

signal-to-noise ratios (SNRs) of the data and their contamination by

ambient noise, which requires careful filtering and proper data selec-

tion. We select time-windowed waveforms around the distinct body-

wave arrivals determined from automated high-frequency picking

of P arrivals on the vertical (Saragiotis et al. 2002) and of S arrivals

on the horizontal components (Lois et al. 2013), carrying them

over across components where data quality permits. Data segments

are retained for analysis when the initial fit between the observed

and synthetic waveforms is high, as determined by various simi-

larity metrics. Data weights take into account epicentral distance

and back azimuth (see, e.g. Ruan et al. 2019), in a way that favours

contributions from the near offsets and balances the record counts

across azimuthal quadrants.

In this paper, we first briefly discuss the background of the data

collection and the construction of the initial models both for wave

speed structure and for the preliminary CMT mechanisms of the

subset of events. Next, we review the theory of least-squares full-

waveform CMT inversion in the context of spectral-element simula-

tions. We discuss the rationale for and implementation of a suite of

data- and model-driven metrics to aid in data selection, and discuss

the choice of weighting functions. Finally, we illustrate our method-

ology by deriving updated CMT mechanisms for 86 moment tensor

earthquakes in the Bokhtar region, and quantify the degree to which

they represent an improvement over the previous state of knowledge

using a variety of metrics.

2 DATA A N D I N I T I A L M O D E L S

We report on an experiment conducted for TotalEnergies SE by

SeismoTech Ltd. in 2015. The campaign consisted of two phases

of about four months (121 d) each, with 252 and 247 continuously

recording receivers, respectively, installed as shown in Fig. 1(a). The

area of study, some 8000 km2 in extent, is marked by significant

rugged topography, with elevations between 0.5–3.5 km. The aver-

age station spacing was about 5 km, resulting in a station density in

each phase of about 1 station per 25 km 2. For context, the average

station spacing in the North American USArray was about 70 km.

The Geobit C-100/S-100 borehole sensors were placed in shal-

low (<5 m) drill holes, oriented vertically. Data quality control

consisted of two procedures for each station. The first was a cali-

bration, orientation and polarity weight-drop test, performed in the

field immediately after installation of the sensors. In the second,

data acquired during the first few days were analysed in order to

estimate the station noise levels according to the procedures laid

out by McNamara & Buland (2004). Stations or components that

did not pass quality control (some 7 per cent of the stations in

Phase I and some 10 per cent in Phase II) were not retained for

analysis. An additional quality control during Phase I consisted in

ascertaining that a certain teleseismic event (a moment-magnitude

4.9 event that ruptured at 100 km depth below the Afghanistan-–

Tajikistan border on 2015 March 21, and was assigned the Global

CMT code 201503211744A), was indeed recorded by the totality

of the stations.

The bandwidth of the equipment ranges from 0.2 to 96 Hz and

their velocity response is approximately flat between 1 and 96 Hz.

All data were recorded in a frequency band from 0.2 to 50 Hz,

with a sampling rate of 10 ms. Some 2607, about 10 per recording

day, relatively small-scale passive seismic events were identified

by SeismoTech using a three-component energy-based STA/LTA

detection analysis (Withers et al. 1998; Trnkoczy 2012). Accurate

P- and S-wave arrivals within the segments were determined using

kurtosis-based detection (Saragiotis et al. 2002) on the vertical

component, and time-domain polarization attributes via eigenvalue

analysis of the three-component seismic record (Lois et al. 2013),

respectively.

The arrivals picked automatically were reviewed and cross-

checked by an analyst at SeismoTech. Subsequently they were

used to determine hypocentre source locations and origin times

for all these events, the majority of which occurred within the array

bounds, and to obtain the 3-D wave speed model shown in Fig. 1(b),

with its laterally averaged velocities against the 1-D velocity profile

shown in Fig. 1(c), the 3-D model mesh honouring the topography

shown in Fig. 1(d), and the moment-tensor solutions for a subset of

86 events with magnitudes M >1.3 shown in Fig. 1(e).
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Figure 1. (a) Array geometry and topography of the study region. The stations of the Phase I deployment are in black, and those of Phase II in red triangles.

(b) Side view of the 3-D initial P wave speed model, with white triangles indicating the location of the Phase I stations. (c) The 1-D P and S wave speed profiles

and the depth averages of the 3-D velocity model shown in (b). (d) Side view of a part of the 3-D mesh honouring the topography. (e) Initial focal mechanisms

for the 86 earthquakes in our catalogue, derived from the preliminary analysis by SeismoTech Ltd.
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Figure 1. Continued.

Source locations and origin times were preliminarily determined

by SeismoTech from an iterative traveltime inversion (Lee & Lahr

1972) within the 1-D starting wave speed model shown in Fig. 1(c),

and subsequently refined by a joint hypocentre and 3-D wave speed

inversion (e.g. Aki & Lee 1976; Crosson 1976) conducted by Seis-

moTech via ray-tracing (Um & Thurber 1987) and damped least-

squares singular-value decomposition inversion (Thurber 1983). We

refer to the resulting model of compressional, VP, and shear wave

speeds, VS, as the ‘initial 3-D wave speed model’—see Fig. 1(b).

The majority of these events are shallower than 10 km in depth.

Focal mechanisms were preliminarily estimated by SeismoTech

starting from first motions using the fault-plane fitting program

FPFIT (Reasenberg & Oppenheimer 1985), and subsequently im-

proved via waveform fitting with ISOLA (Sokos & Zahradnik 2008)

using the 1-D wave speed model shown in Fig. 1(c), employing only

the highest-SNR data within the frequency band 0.2–1.4 Hz, and

with most solutions determined by at least four stations and from

six to nine stations at offsets below 10 km. We refer to these double-

couple mechanisms as the ‘initial CMT solutions’—see Fig. 1(e).

The majority of the fault plane solutions indicate thrust and strike-

slip faulting, with thrust focal mechanisms oriented NS to NNE–

SSW, and strike-slip faults dominantly in the NE–SE and NW–SE

directions. This is consistent with the local tectonics, which is char-

acterized by NNE–SSW directed thrust structures that dip to the

SE, and an additional set of low-dip-angle thrust structures oriented

NW–SE (see also Schurr et al. 2014; Kufner et al. 2018).

Both these modelling results require the updates that are the

subject of this paper. Based on tomography under a paraxial ray

tracing approximation (Beydoun & Keho 1987), the 3-D wave speed

model does not take into account finite-frequency or full-waveform

effects, and therefore insufficiently resolves complex structure in the

surface. The CMT solutions, for their part, were determined using a

local 1-D wave speed model and for small offsets, requiring further

updates to become consistent with the 3-D wave speed model over

the full range of station offsets.

3 M E T H O D O L O G Y

To prepare for full-waveform tomographic inversions for elastic

wave speed structure underneath our area of interest, this paper

describes our procedure for the full-waveform inversion for the

CMT focal mechanisms that are an essential ingredient for wave

speed modelling (Liu et al. 2004; Tape et al. 2009; Bozdağ et al.

2016; Lei et al. 2020).
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Figure 2. Data management structure used in our workflow.

The initial CMT solutions are to be updated and extended by

increasing the station-event offsets, broadening the frequency band

for the waveform data, and considering both amplitude and phase

information. The pre-processing data management workflow is il-

lustrated in Fig. 2, and the key modelling steps are introduced below.

3.1 Forward modelling

Under the point-source approximation for earthquakes, a CMT so-

lution {M, xs, S} consists of a six-parameter moment tensor M, a

three-parameter set of spatial coordinates xs, and a source wavelet

S. Here, we only focus on M and xs, taking S to be a band-limited

Heaviside function for the wavefield (in particle displacement). In-

cluding the wave speed model in the notation, we will denote all

model parameters collectively with the lower-case vector m.

To enable the moment-tensor inversion of seismic traces, we

must link the source and structural models to the data via forward

modelling, which we can express in terms of the Green’s functions of

the wavefield operator. No such functions were stored or catalogued.

Rather, the full-waveform simulation is carried out on the fly, based

upon the spectral-element method (SEM; Komatitsch & Tromp

1999; Peter et al. 2011), which has been widely used in simulating

seismic wave propagation across global (Bozdağ et al. 2016; Lei

et al. 2020), regional (Zhu et al. 2012) and local (Borisov et al.

2018) scales.

Fig. 1(b) shows the P-wave speed model, which measures 144,

84 and 20 km in the horizontal (X and Y) and vertical (Z)-directions,

respectively. The S wave speed model is similar to the P-wave model,

but with small perturbations in the ratio of compressional to shear

wave speeds, VP/VS ∼ 1.74, and the density model is inferred from

Gardner’s equation (Gardner et al. 1974). To honour the topography,

which is available on an evenly spaced grid at a resolution of 100 m,

we construct a mesh of approximately regular hexahedra measuring

about 500 m × 500 m × 500 m, containing 352, 208 and 48 Gauss–

Lobatto–Legendre (GLL) nodes in each of the three coordinate

directions, respectively. The top surface is a free surface, whereas

we implement absorbing boundary conditions on all of the others.

A detail of the meshed topography is shown in Fig. 1(d), without

subsampling.

The central frequency of the Gaussian wavelet (in particle veloc-

ity) used in the simulation is 10 Hz. The time step is 5.0× 10−3 s, in

line with the Courant–Friedrichs–Lewy (CFL) conditions (Courant

et al. 1967) corresponding to the local wave speeds and adapted

to the mesh size intervals. The simulation of synthetics and the

attendant calculation of Fréchet derivatives (Fichtner et al. 2006)

for the source parameters are based on the GPU-accelerated code

SPECFEM3D. The runtime to produce seismograms of 60 s recording

duration is around 2 min per simulation, on a system with 16 Tesla

K20 GPU cards. For scaling considerations with other hardware

settings and resources, see Peter et al. (2011).

Fig. 3 shows two versions of an event gather for one particular

earthquake source, event CMT001, sorted by offset. Fig. 3(a) shows

synthetic seismograms calculated for this source mechanism in the

initial wave speed model, whereas Fig. 3(b) shows a subset of the

observations. In both panels we draw, as a solid line, a time–distance

curve for a reference wave speed of 5.2 km s−1, which we used to

determine SNRs for the data at hand. Hence the culling of the ob-

served data bottom panel, which only shows high SNR traces. In

both panels the dotted lines mark the vertical average of the com-

pressional and shear wave speeds in the initial model at the location
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1730 Q. Liu et al.

Figure 3. Time-offset vertical-component gathers for earthquake source CMT001. All traces are normalized by their maximum absolute value for clarity.

(a) Synthetic seismograms calculated in the 3-D initial wave speed model shown in Fig. 1(b). (b) Subset of the observations deemed of high quality based on

signal-to-noise considerations calculated with regards to the navy-blue reference line drawn at 5.2 km s−1. The red dotted lines at 3.92 km s−1 and the blue

dotted lines at 2.25 km s−1 correspond to the P and S wave speed, respectively, averaged over all depths in the 1-D layered model shown in Fig. 1(c) at the

initial earthquake location. Red horizontal dashes are picked P-arrival times, blue ones are picked S arrivals. Pink horizontal dashes are coda-wave measures

for which we have no further use.
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Figure 4. Spectrograms, spectral densities and seismic traces of (top) high-, (middle) intermediate- and (bottom) low-quality signals. The left-hand column

shows the demeaned and detrended unfiltered data. Note the clear onsets of the seismic signals, despite the banded low-frequency noise below around 0.5 Hz

in the middle left and middle right panels. The right-hand column shows the data after filtering within the passband 1–2 Hz. All traces from top to bottom now

have similar SNRs.

of the epicentre. Short red and blue horizontal dashes mark the

picked P- and S-arrival times. The pink dashes are additional ‘coda’

picks provided to us by SeismoTech, which were not incorporated

into our modelling.

3.2 Data pre-processing and selection

Before commencing the inversion procedure we implement a num-

ber of quality-control measures on the data set, which serve to target

those traces for which the SNR is sufficiently high. All seismograms

are passed through the standard data processing procedures such as

mean-removal, detrending, tapering, bandpass filtering, component

rotation and, in the case of the observed data, instrument-response

removal.

Fig. 4 illustrates the importance of targeting the right frequency

band by plotting, in the left column, spectrograms of the broad-band

observations considered to be of ‘high’, ‘fair’ and ‘low’ quality. The

frequency range between 0.2 and 0.5 Hz is rather noisy, contam-

inated by microseismic ambient noise (Nakata et al. 2019). We

begin by bandpassing the data using a filter with passband [0.5–1–

2–2.5] Hz, whereby 0.5 and 2.5 Hz are the limit frequencies, and 1

and 2 Hz the corners. A Hann time window is applied to select ±1 s

around each arrival-time pick, both for the P- and the S-wave win-

dow. As the right column of Fig. 4 shows, the resulting seismograms

have markedly higher SNRs.

The same observation can be made on the basis of Fig. 5, which

again plots event gathers for the CMT001 source mechanism, as in

Fig. 3, but now sorted by azimuth, aligned on the P-arrival pick,

and highlighting the short data windows before and after filtering.

The following step is entirely data driven. We reject noisy seis-

mograms trace-by-trace, based on two SNR criteria determined by

comparing the amplitude and power of signal and noise. Sorted

by epicentral distance, the seismic event gathers are divided in the

time domain into a likely noise and a likely signal segment, demar-

cated by the reference time-distance curves drawn at 5.2 km s−1 in

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/g
ji/a

rtic
le

/2
3
0
/3

/1
7

2
5
/6

5
6
7
8
4
2
 b

y
 P

rin
c
e
to

n
 U

n
iv

e
rs

ity
 u

s
e
r o

n
 0

1
 J

u
n
e
 2

0
2
2
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Figure 5. Time–azimuth vertical-component gathers for earthquake source CMT001. All traces are normalized by their maximum absolute value for clarity.

Compared to Fig. 3, we are now only showing 2 s of every waveform, aligned on the picked P arrivals of the traces that passed quality control for offsets

between 0 and 40 km. (a) Raw data and (b) data bandpassed between 1 and 2 Hz, where the agreement with the starting model is substantial.

Fig. 3. Amplitude and power ratios of the putative noise and signal

segments are calculated according to

Ŵ = As/An, (1)

Y = Es/En, (2)

where As and An are the maximum absolute values of the signal

and noise segments, respectively, and Es and En the mean-squared

values. User-defined thresholds Ŵ0 and Y0 are applied to reject traces

with low SNR.

The next step is model-derived. For the short measurement win-

dows centred around the automatically-picked P- and S-arrival

times, we formulate three different metrics that measure the similar-

ity between the observed and the synthetic waveforms calculated in

the initial model m. The first two are correlative measures, namely

the time lag, δt, between observations, d(t), and synthetics, s(t), at

their maximum normalized cross-correlation value, and the value of

their normalized cross-correlation, ξ , at that time lag. The third, η,

is the energy ratio after aligning the traces by applying the time-shift

δt. Without adding any more specifics for the moment, we thereby

have the metrics

δt = arg maxδt

∫
s(t−δt,m) d(t) dt√∫

s2(t−δt,m) dt
√∫

d2(t) dt
, (3)

ξ = max
∫

s(t−δt,m) d(t) dt√∫
s2(t−δt,m) dt

√∫
d2(t) dt

, (4)

η = 10 log10

∫
d2(t) dt∫

s2(t−δt,m) dt
. (5)

In the forthcoming figures we will use the labels TS (time-shift),

CC (normalized cross-correlation) and dlnA (energy ratio). We only

take candidate measurements that meet user-defined thresholds in

each of the three metrics, that is, for which δt < δt0, ξ > ξ 0,

and |η| < η0. Among them, δt0 is frequency-dependent to avoid

cycle-skipping, the normalized cross-correlation threshold empir-

ically gets assigned the value ξ 0 = 0.7 (Maggi et al. 2009), and

η0 is estimated by numerical perturbation tests for a given CMT

solution and wave speed model, and according to source-receiver

geometry.

Applying these metrics individually is not always sufficiently se-

lective for our challenging data set of small-magnitude events. As

we show in the next section, the primary driver for our inversion is

neither a multiplicative correlation nor a ratio-based measure of mis-

fit, but rather a mean-squared waveform difference. Outliers in the

metrics influence least-squares inversion strongly—quadratically.

Within the thresholded subset of seismogram pairs with small time

lags, we therefore take the time-lagged mean-squared waveform

difference itself,

χ =
∫

[d(t) − s(t − δt, m)]2 dt, (6)

as an additional quality-control metric. We accept waveforms for

which χ < χ 0, with the threshold given in terms of the standard

deviations of the distribution of χ over the data set of measurement

windows.

In summary, the application of these quality-control measures

ensures that the data fed to the optimization constitute a relatively

well-fitting homogeneous set, and we monitor the evolution of all

metrics over the course of the iterations. All metrics in eqs (3)–(6)

apply independently over the P- and S-wave segments. In our study,

we maintain δt0 = 0.35 s, ξ 0 = 0.7, η0 = 40 and χ 0 = σ χ , whereby

σ χ is the standard deviation of the χ distributions per event gather,

separately for the P and S windows.

Fig. 6 is a graphical rendition of the results of the selection

procedure, in which the measurements selected for event CMT001

are shown highlighted, for the vertical (Z), radial (R) and tangential

(T) components. Every row corresponds to a station, and all rows

rendered in light blue correspond to stations with data that passed the

crude quality metric of eqs (1)–(2). Specific P and S measurement

windows that passed the quality control measures in eqs (3)–(6) are

brightly coloured. While the P picks were made on the vertical and

the S picks on the horizontal components, when the corresponding

windows on the other components pass quality control, they become
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Figure 6. Windows of length 2 s containing the P wave (green) and S wave (yellow), for the vertical (Z), radial (R), transverse (T) components recorded for

event CMT0001. Shown are all such windows that satisfy data-driven quality metrics and which show reasonable agreement with model-derived predictions

using the starting source and wave speed models, as explained in the text. The original P arrivals were picked on the vertical, and the S arrivals only on the east

and north components, but where the quality control measures allowed it, the windows were carried over across all components.

available for the inversion as well. Note, in particular, the presence of

P-arrival windows on the transverse (T) components, a phenomenon

ascribed to the scattering effect of the strong topography shown in

Figs 1(b) and (d).

3.3 Centroid moment tensor inversion

The explicit model dependence on m for all the synthetic traces

in eqs (3)–(6) includes both the full CMT solution, including the

source-time function, and the elastic wave speed model. The focus

in our present paper is limited to the further adjustment of the geo-

metric CMT parameters (moment tensor and source location), and

no further inversion for centroid time-shift, source-time function or

3-D wave speed structure is attempted here.

While we cannot altogether avoid the effects of errors in wave

speed structure and source timing (Zhao & Helmberger 1994), for

relatively long seismic periods, the differences between the true

wave speed structure and a high-quality guess mainly affect the

seismic arrival times and not as much their waveforms (Komatitsch

et al. 2004). Moreover, we implemented a rather strict set of initial

quality controls that guaranteed that the initial waveforms were

indeed robustly compatible. Hence, allowing small time-shifts when

matching the synthetic seismograms with the observations as Liu

et al. (2004), we simply drive the inversion for the geometric source

parameters using a time-lagged misfit between the observed and the

synthetic traces at each iteration.

In summary, to seek a new moment-tensor solution and source

location for a given data set, we minimize the collection of individual

contributions to the full-waveform squared misfit between data and

synthetics, over specific time portions Ti,

χi =
∫

Ti

[di (t) − si (t − δti , m)]2 dt, (7)

where we now use the index i to cycle over the P- and S-wave

portions of the seismograms and the relevant components (Z, R,

T) where those measurements are available. As before, d and s

denote the appropriately filtered and tapered, rotated and instrument-

corrected, observed and synthetic time-series, and δt the applicable

time-shift. The overall penalty function is a weighted sum over all

available segments:

φ =
N∑
i

wiχi , (8)

whereby wi is a weight that can vary according to backazimuth,

epicentral distance, component or any other categorical designation.

In our case, we design the weighting functions as a product, with

a for azimuth, d for epicentral distance and c for any other type of

categorization,

wi = wa
i wd

i wc
i . (9)

The specific forms of the factors contain normalized dependences

of the form

wa
i ∝ 1/Na wd

i ∝ exp(−	/	0), wc
i ∝ 1/Nc, (10)

with Na the number of measurements in a quadrant, 	 the epi-

central distance for a given reference value 	0 and Nc the number

of measurements in each category. The parameter wa
i aims to bal-

ance contributions and control for uneven station coverage, wd
i is

designed to stress the contributions from the nearer epicentral dis-

tances, which improves the SNR of the observations and improves

the fits between observations and synthetics, and wc
i is used to mix

and match contributions from different categories. Such a catego-

rization can be based on seismogram component, compressional or

shear arrival type, or frequency band.

The vector that we ultimately solve for, {M, xs}, has nine pa-

rameters: six moment-tensor elements and three source-location

coordinates. Given an initial wave speed model and an initial CMT

solution for an earthquake, we can readily calculate the Fréchet

derivatives of the synthetic seismograms, ∂si/∂Mj in each of the 9

model parameters Mj, j = 1, 2,..., 9, by performing suites of forward

simulations in a perturbed model space, and then, as mentioned

before, letting the time-shift vary freely within prior bounds.
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3.4 Numerical implementation

We use the GPU accelerated spectral-element modelling package

SPECFEM3D (Peter et al. 2011) for 3-D wave propagation calcula-

tions, and the package PyCMT3D (Liu et al. 2004; Lei 2020), slightly

modified to handle our workflow. Both the observed and synthetic

data are managed with their various metadata in the SAC format

(Helffrich et al. 2013) as shown in Fig. 2, with the help of Obspy

(Beyreuther et al. 2010). The topographic features are honoured by

the mesher built into SPECFEM3D.

Throughout the inversion we maintain the data-driven data selec-

tion criteria espoused in eqs (1) and (2) for all events. Most notably,

we verify that the wave speed reference 5.2 km/s shown in Fig. 3

remains applicable for the purpose of determining the SNR and use

it as a basis for thresholded data selection, by comparing it with the

picked arrivals shown in Figs 3 and 5. As to the model-derived data

selection criteria, for every event we strictly follow the selection

based on the expressions eqs (3)–(7), while we note that the use

of different frequency-bands may lead to different data-selection

results (Maggi et al. 2009). In particular, the δt0 threshold value

needs to be frequency-dependent to avoid cycle-skipping (Virieux

& Operto 2009). As many details of the true 3-D wave speed struc-

ture model remain unknowable without conducting explicit wave

speed inversions, we confine the CMT inversion to the relatively

low frequencies of 1–2 Hz that remain insensitive to unmodelled

small-scale heterogeneities.

The version of PyCMT3D that we modified to accommodate our

workflow is used to perturb, via finite differences, the six focal

mechanism parameters and the three location parameters, to evalu-

ate the Fréchet derivatives ∂si/∂Mj of the synthetics with respect to

the model parameters. Each Fréchet derivative calculation entails

only forward simulations, conducted independently with respect to

every one of the nine inversion parameters. A detailed set of ac-

curacy tests for this procedure was presented by Liu et al. (2004).

Here, we note that the Fréchet derivatives are linear functions of

the six moment tensor parameters, while they are nonlinear func-

tions in the hypocentre location parameters. We judiciously choose

appropriate finite-difference intervals, especially for the hypocen-

tre location, to ensure that the misfit function remains relatively

linear within these intervals, as discussed at length by Liu et al.

(2004).

The Fréchet derivatives are passed through the same pre-

processing steps and share the same bandpass filtering and mea-

surement windows as the synthetic data. We finally minimize the

weighted objective function in eq. (8) by applying the calculated

Fréchet derivatives. Some examples on the effects of weighting

functions can be found in Figs A1–A4 in Appendix A.

4 R E S U LT S

To validate the performance of the proposed full-waveform CMT

inversion workflow, we conducted tests with the data observed at the

252/247 stations shown in Fig. 1(a)—rotated, filtered, instrument-

corrected, windowed, selected and weighted as discussed in Sec-

tion 3, and using the initial 3-D wave speed model shown in Fig. 1(b),

and the initial CMT solutions shown in Fig. 1(c). In this section we

implement the full workflow pipeline and present the results of our

full-waveform CMT inversion for our seismic data set of 86 events.

We remind the reader that the two main challenges for our problem

arise from the mountainous area with rugged topography differ-

ences of up to 3 km, and from the relatively low magnitudes, 1.3 ≤
M ≤ 3.0, of the naturally occurring seismic events.

Fig. 7 is a gallery of comparisons made between the initial (blue)

and newly inverted (red) CMT solutions, for 6 out of the 86 events.

The first column shows the customary “beachball” projection of

the initial and final moment-tensor solutions and lists the updates

required by minimizing the weighted penalty function (φ, eq. 8), that

is, the change to the scalar seismic moment, 	Mw, the adjustments

to the hypocentre location 	lon, 	lat and 	dep, and the relative

change (initial minus final compared to initial) in the unweighted

summed misfit criterion, 	(
∑

χ ), in per cent.

The second through last columns show the distributions of the

various misfit criteria before (blue) and after (red) inversion, with

the regions of overlap in the mixed colour. The annotations TS, CC,

dlnA and χ identify the time-shift at maximum cross-correlation

(δt, eq. 3), the cross-correlation after time-shift (ξ , eq. 4), the

time-shifted energy ratio (η, eq. 5) and the time-shifted waveform-

difference misfits (χ , eq. 6), respectively. Means (μ) and standard

deviations (σ ) of every histogram are listed inside the frames. In

the last column, the relative percentage change in the unweighted

penalty functions 	(
∑

χ ) is listed again, repeating the values quoted

in the first column.

The benefits of full-waveform CMT inversion for the selection

of individual events shown here can be inferred from the changes

in those histograms, in particular for those of the waveform en-

ergy ratios, dlnA, and the waveform-difference criterion, χ . After

inversion, the histograms of the energy ratios tend to be more zero-

centred with a smaller standard deviation. The better fit with respect

to this particular measure, which is very sensitive to moment-tensor

rotation, is also reflected in the waveform-difference misfit statis-

tics. Even small changes in the CMT radiation pattern can result in

dramatic misfit reduction on both counts.

The distributions of the time-shifts and the normalized cross-

correlation values at those time-shifts stay largely within the bounds

set for them at the outset. We elucidate these behaviours with the

aid of another figure. We may encounter four types of relationships

between observations and initial synthetics on the one hand, and

between observations and final synthetics, on the other. Fig. 8(a)

shows a situation where the time-shift increases in absolute value

(i.e. the agreement worsens) and the normalized cross-correlation

decreases (i.e. also worsens). Meanwhile, the logarithmic energy

ratio moves closer to zero in absolute value (i.e. improves), and

the mean-squared difference between observations and synthetics

improves between the initial and the final set of model parameters.

Fig. 8(b) illustrates a case in which the time-shift again gets worse,

yet the cross-correlation improves, again while improving the am-

plitude and waveform matches. Fig. 8(c) showcases the scenario

where the time-shift decreases in absolute value (i.e. the agree-

ment improves), but the cross-correlation deteriorates, while again

the energy ratio and waveform difference metrics improve. Finally,

Fig. 8(d) has a case where the time-shift and the cross-correlation

measures both show improvement, as do amplitude and waveform

differences, although by smaller amounts. These scenarios show

that by choosing to drive the CMT inversions by focusing on the re-

duction of a full-waveform difference measure, we typically achieve

a closer agreement in waveform energy as well, while, on the other

hand, it is not unusual, in the process, to increase the time-shift be-

tween data observations and synthetics, and reduce their normalized

correlation after time-shifting.

As a final summary for this section, Fig. 9 renders the distribu-

tions of all metrics across all measurements over all 86 events, both

prior (blue) to and after (red) inversion. Again, the histograms of

energy ratios become markedly better centred and more peaked, and

the waveform-differences reduce, for an overall relative 	(
∑

χ ) of
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Full-waveform moment tensor inversion 1735

Figure 7. A selection of CMT inversion results. The left column shows initial and final focal mechanisms after inversion, in blue and red, respectively. The

remaining columns show the distribution of misfit criteria: time-shift (TS), cross-correlation (CC), energy ratio (dlnA) and waveform-difference misfit (χ ). The

model differences in scalar seismic moment and hypocentre coordinates, the double-couple percentages, and the change in overall data misfit are indicated,

as are the means (μ) and standard deviations (σ ) of the histograms of the misfit metrics. The distributions of the energy ratios and the waveform differences

become more centred and narrower after inversion for focal-mechanism updates. Time-shift and cross-correlation values remain largely unchanged, with some

leakage as discussed in the text accompanying Fig. 8.
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Figure 8. Comparisons between observed (black), initial (dashed blue) and final synthetic (red) waveforms, after time-shifting. Every segment shown is 2 s

long. There are four scenarios, in which improving the agreement between the final synthetic and the observation, compared to the agreement between the initial

synthetic and the observation, based on a waveform-difference criterion leads to (a) a worse time discrepancy and a diminished cross-correlation agreement;

(b) a worse time discrepancy but an improved cross-correlation; (c) an improved time-shift but a diminished cross-correlation; and (d) an improved time fit and

also an improved cross-correlation fit. In all four cases the inversion reduces the amplitude (dlnA) and waveform-difference (χ ) misfits. The measurements

reported in Figs 7 and 9 show the full range of the four illustrated behaviours.

Figure 9. Summary of measures quantifying the quality of the inversion updates across all 86 events. As with columns 2 through 5 in Fig 7, every column

shows the distribution of a different metric that captures the agreement between observed and synthetic traces: blue for those under the initial model and red for

those in the final model, after inversion using the waveform-difference metric of eq (7). Energy-ratio (dlnA) and waveform-difference (χ ) most clearly show

the improvement to the data fit by updating the CMT solutions. Traveltime shift (TS) and cross-correlation (CC) are not meaningfully affected, although there

are trade-offs, as discussed in Fig. 8. Supporting Information Fig. S1 shows the joint behaviour of these various metrics as cross-plots.

49.76 per cent. Traveltime shifts remain virtually untouched from

the initial set ±0.35 s, and the cross-correlation values largely stay

within their initial quality-control bounds of 0.7. Supporting Infor-

mation Fig. S1 renders the pairwise cross-plots between all metrics.

5 D I S C U S S I O N

Fig. 10 shows the 86 initial (blue) and final (red) focal mechanisms

as discussed in the previous section, but now in geographical con-

text, and with the addition of known fault traces from the studies by

Gągała et al. (2020), Abdulhameed et al. (2020) and Dedow et al.

(2020). Note that Fig. 10(a) simply repeats the information formerly

presented in Fig. 1.

Fig. 11 shows the distributions of the relationships between the

initial and final 86 CMT solutions, focusing, in the first two columns,

on the shifts in the moment magnitude 	Mw and in hypocentre

depth 	dep. Five outliers with 	Mw > 0.25 were omitted from the

histogram, which corresponded to events located in the mountains

close to the boundaries of the area of interest and for which the

data coverage ultimately provided to be too poor to yield reason-

able solutions. We do not show the horizontal relocation amounts,

which were all very small compared to the depth changes. The last

two columns list the relative change in waveform difference misfit

	(
∑

χ ), and the percentage of the double-couple contribution to

the final solution, DC (per cent), obtained after tensor decomposi-

tion into isotropic, double-couple, and compensated linear vector

dipole (CLVD) components (Jost & Herrmann 1989; Vavryčuk &

Adamová 2020). No double-couple constraints were applied during

the inversion (but see Appendix B). High fractional double-couple

contributions are expected for tectonic earthquakes in this setting,

and the large percentage with more than 50 per cent double-couple

mechanism is highlighted in red in Fig. 10. See Supporting Informa-

tion Fig. S2 for an alternative parametrization of this discrepancy,

following Tape & Tape (2013).
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Figure 10. Initial (a, blue) and final (b, red) CMT solutions obtained in this study. The size of the beach balls is proportional to the event magnitudes. The

solutions in (a) were previously shown in Fig. 1. In (b), focal mechanisms with double-couple components exceeding 50 per cent and magnitude changes below

0.25 are in red. The dominance of double-couple events is interpreted as being in line with their tectonic origin. Fault traces (Gągała et al. 2020) in red.

Figure 11. Distribution of the differences between the initial and the final 86 CMT solutions after our inversion. Shown are 	Mw, the change in moment

magnitude, and 	dep, the change in hypocentre depth. Also shown is 	(
∑

χ ) the relative change to the waveform-difference misfit metric, and DC (per cent),

the double-couple percentage. The most robust solutions will display high values in those last two categories.
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Figure 12. Cross-plot scatter diagrams for the four metrics shown in Fig. 11. These six subfigures are slices through the 4-D space spanned by 	Mw, 	dep,

	(
∑

χ ) and DC (per cent). We conclude that 	(
∑

χ ) can be updated significantly without big changes in 	Mw, and that, while the final solutions present

significant 	(
∑

χ ) updates, most of the CMT solutions remain dominated by double-couple mechanisms, in agreement with their tectonic origin.

Figure 13. Hudson plot of the inverted CMT solutions. The colours and

relative sizes of the beach balls are consistent with those rendered in

Fig. 10.

Fig. 12 shows how the changes in parameters between the initial

and final CMT solutions interrelate. The individual cross-plots are

sections through the 4-D space spanned by 	Mw, 	dep, 	(
∑

χ ) and

DC (per cent). Most of the updated events moved to greater depths,

without clear relation to the change in moment magnitude, whereas

there is a positive relationship between the depth change and the

improvement in waveform-difference misfit. Fig. 5 contained a clue

to this behaviour for the event shown: many of the seismic arrivals

appear to scatter behind the P-wave arrival picks, hence the need to

move the sources deeper into the Earth to obtain better matches to

the waveforms. The adjustments in the waveform-difference quality

criterion required by the updates to the focal mechanism were large,

while the changes in moment magnitude were, ultimately, small.

Large, welcome, updates to the waveform fits notwithstanding, most

of the final CMT solutions remain dominated by double-couple

modes, as revealed by the Hudson plot in Fig. 13, despite the absence

of inversion constraints, which is fitting for the tectonic background

of these natural events.

We remind the reader that we performed a full-waveform CMT

inversion for just 86 events in the magnitude range 1.3 ≤ M ≤
3.0, a small subset the total of 2607 events that were identified in

the data set. Our subset of reinverted 86 CMT solutions is sparsely

but relatively homogeneously distributed throughout the region. It

is therefore implied that we might use these new mechanisms as

initial solutions for neighbouring event clusters, provided sufficient

computational resources (on our 16 GPU system, every SPECFEM3D

simulation consumed about 2 min). In that sense our study is but

an initial exploration of this rich passive data set obtained in this

inhospitable mountainous region. Furthermore, our investigation

has focused on a rather limited bandwidth of the data, analyses in

short window lengths of two specific wave types, P and S waves,
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and without extensive exploration of possible changes in the source-

time function. Our next step will be to conduct a full-waveform

tomography on the basis of these new moment-tensor solutions, after

which we should be able to extend the frequency bandwidth and time

length of the data available for inversion, which will include more

wave types, including surface waves, which can then be fed back

into a next-round of full-waveform CMT inversion, possibly jointly

with another wave speed inversion. We have sidestepped the role

of wave speed errors by dealing with the waveform minimization

of time-lagged waveform misfits. Future improvements of the wave

speed model will lead to new 3-D wave propagation solutions that

will ultimately weaken the role of time lags in CMT inversion of

the kind conducted in this paper.

We judge the development and application of waveform-inversion

methods to be a worthwhile step towards a future where the analysis

of passive seismic events may routinely complement and possi-

bly even replace active methods of exploration in such challeng-

ing terrains. Porting our automated data-processing procedures

to a new region of focus will require access to a high-quality

data set (automatically picked and/or hand-reviewed), a reason-

able starting model of velocity structure and hypocentre locations

(e.g. from a joint inversion), and a numerical mesh that appropri-

ately captures the 3-D nature of the modelling domain (including

topography).

In Appendix A, we show detailed examples of the various choices

of weighting functions and their effects on the waveform matches

across all three recorded components.

In Appendix B, we present CMT inversion results conducted by

applying a double-couple constraint on the focal mechanism, to

compare with the results presented in the main text, where we did

not apply any such constraints.

6 C O N C LU S I O N

We have presented a workflow for the regional-scale full-waveform

CMT inversion of natural seismic events, and applied it to a pas-

sive seismic exploration project conducted using a high-density

broad-band array operating for multiple months in a mountainous

setting. The rugged topography and general weakness of the seis-

mic events yielded data of variable SNRs, which required careful

data selection involving both data- and model-driven approaches.

Wavefield simulations were carried out in a 3-D tomographic ini-

tial wave speed model determined from hand-reviewed automatic

P-wave traveltime measurements, using a 3-D Cartesian SEM on a

high-resolution mesh that honours the topography. We determined

updates to the initial set of CMT source parameters by minimiz-

ing the waveform misfits between the observed and synthetic data,

using a global penalty function with weights intended to balance

data coverage. The flexibility of our approach allows for the incor-

poration of information from many stations within a complex wave

speed model including topography, without pre-calculating or stor-

ing Green’s functions. We presented and discussed our results in

comparison to the information based on more standard processing

methods that was available to us from the outset, and showed our

CMT mechanisms in their tectonic context.

DATA A N D S O F T WA R E AVA I L A B I L I T Y

Our package X-PyCMT3D is available from GitHub at https:

//github.com/qcliu0/X-PyCMT3D. We accompany this paper

by a complete list of our solutions and their uncertainties, such

that they may be available for further study and interpretation by

researchers interested in the particular geographic area of the Hi-

malayan foothills that formed the focus of our exploration cam-

paign. The Global CMT catalog is at https://www.globalcmt.org.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Cross-plot pairs between the metrics shown in Fig. 7,

demonstrating their joint behaviour over the whole set of inverted

traces. Details along the diagonals are shown in Fig. 9. As discussed

with Fig. 8, the dlnA and lnχ metrics may improve at the expense

of the other metrics.

Figure S2. Relation between the double-couple percentages of the

86 events as quoted in the text, and the parametrization θ (Tape &

Tape 2013).

Please note: Oxford University Press is not responsible for the con-

tent or functionality of any supporting materials supplied by the

authors. Any queries (other than missing material) should be di-

rected to the corresponding author for the paper.

A P P E N D I X A : W E I G H T I N G F U N C T I O N S

A N D WAV E F O R M - D I F F E R E N C E

O U T L I E R R E J E C T I O N

In this section we highlight the role of the weighting functions in

eqs (8)–(10) applied to the penalty function in eq. (7), and com-

ment on the initial rejection of outliers in the waveform-difference

parameter χ defined in eq. (6). For the sake of simplicity, among

those listed in eq. (10) we only illustrate the weights that involve

azimuth (wa) and epicentral distance (wd).

Fig. A1 shows the case with neither wa and wd applied in the

inversion. Fig. A2 uses only wd, Fig. A3 only wa, and Fig. A4 uses

both, which is the preferred way, via which we obtained the results

presented in the main text.

Fig. A5 shows the case that contains outliers in χ , while Fig. A6

shows the results obtained after excluding them. Outlier rejection

effectively avoids their dominance in the least-squares inversion. In

the inversion for most of the 86 CMT events, χ outlier rejection

was a relatively inconsequential option, but to confidently tackle

challenging data sets, it is recommended as a default protective

step.

A P P E N D I X B : C E N T RO I D M O M E N T

T E N S O R I N V E R S I O N U N D E R

D O U B L E - C O U P L E C O N S T R A I N T

In this section we discuss the difference between Centroid Moment

Tensor inversions conducted with and without double-couple con-

straint. Figs B1 and B2 show output summaries of inversions for

event CMT015 without double-couple constraint, and with double-

couple constraint, respectively. Fig. B3 shows a selection of CMT

results, similar to Fig. 7, but all of them inverted with the double-

couple constraint. To further investigate the impact of double-couple

constraint on the inversions, we estimate the uncertainties of the

inverted CMTs, with and without constraints, by bootstrap resam-

pling (Efron 1979; Tichelaar & Ruff 1989) over the data set. We

randomly draw a percentage of the input data. The inverted CMTs

are fit from the drawn samples and evaluated over the out-of-sample

set. Repeating such procedures many more times returns means and

standard deviations, allowing the uncertainty assessment of the in-

verted CMTs. Compared with those in Fig. 7, the distributions of

the metrics look similar, but the inversion results have larger uncer-

tainties, as revealed by Fig. B2.
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Figure A1. Waveform inversion for a CMT solution, without data weighting. (a) Source-receiver geometry in Cartesian and polar coordinates, respectively.

(b) Distribution of misfit metrics between the observed data and the initial (blue) and final synthetics (red). Every row corresponds to a different seismogram

component radial (R), transverse (T) and vertical (Z), respectively. Note that ‘TT’ denotes our network code. Every column corresponds to a misfit metric,

labelled TS (time-shift), CC (cross-correlation), dlnA (energy ratio) and χ (waveform difference), as in Figs 7 and 9. Both scales on the graph with the histograms

for χ are logarithmic scale. Means and standard deviations of the histograms are inset, as are the relative change in the unweighted sum of waveform-difference

metrics,
∑

χ , and that of the weighted version, φ. Note that, without weighting, 	(
∑

χ ) = 	φ.
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Figure A2. Waveform inversion for a CMT solution, with epicentral-distance weighting. (a) Source-receiver geometry in Cartesian and polar coordinates with

weighting values. The values decrease with epicentral distance because we have more confidence for the near-offset data regarding data quality and data match.

(b) Distribution of misfit metrics between the observed data and the initial (blue) and final synthetics (red), as in Fig. A1. The metrics μ and σ for dlnA, and

	(
∑

χ ) for χ reveal that the results in this figure outperform those in Fig. A1 owing to the epicentral-distance weighting in the penalty function.
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Figure A3. Waveform inversion for a CMT solution, with azimuthal weighting. As shown in the polar plot in (a), we divide the azimuth domain into eight

equal-sized subquadrants. Each of them has the same contribution to the misfit function. The weightings are inversely proportional to the station number within

quadrants, so as to balance the azimuthal coverage. (b) Distribution of misfit metrics between the observed data and the initial (blue) and final synthetics (red),

as in Fig. A1. As in Fig. (A2), μ and σ for dlnA, and 	(
∑

χ ) for χ reveal that the results in this figure outperform those in Fig. A1 owing to the azimuthal

weighting in the penalty function.
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Figure A4. Waveform inversion for a CMT solution, with both azimuthal and epicentral-distance weighting. (a) Weights in Cartesian and polar coordinates,

respectively. (b) Distribution of misfit metrics between the observed data and the initial (blue) and final synthetics (red), as in Fig. A1. The combination of

weighting strategies illustrates how Fig. A4 outperforms both Figs A1–A3 in terms of dlnA and χ .
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Figure A5. Waveform inversion for a CMT solution, without waveform-difference outlier rejection. Shown in (a) are weights identical to those in Fig. A4.

(b) Distribution of misfit metrics between the observed data and the initial (blue) and final synthetics (red), as in Fig. A1. Although with significant data-misfit

reductions, the histograms of dlnA are pushed away from being zero-centred.
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Figure A6. Waveform inversion for a CMT solution, with waveform-difference outlier rejection. The weighting functions also consider the number and

measurements per station in an inversely proportional relation, and the station colours are dependent on the value of the weights. By comparison with the

event-station map in Fig. A5, we notice a significant colour change for one station that turns from shallow to deep blue. Looking at the top station carefully, we

also notice some changes hidden by this triangle. The weighting-value changes are caused by waveform-difference outlier rejection. (b) Metrics histograms, in

which the dlnA histograms look to be more zero-centred and Gaussian-shaped. Notice the tick differences in χ with Fig. A5, caused by our normalization of χ

by
∑

χ before inversion. Waveform-difference outlier rejection changes the initial
∑

χ value.
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Figure B1. Output summary from a CMT inversion without double-couple constraint. Shown from top to bottom rows are the source-station constellation, the

initial CMT solution, rose diagrams of the station distributions, weighting functions for stations and measurement windows in the azimuth domain, numerical

details pertaining to our CMT inversion, and the inverted CMT solution.
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Figure B2. Output summary from a CMT inversion as in Fig. B1, but with double-couple constraint. Compared to the inversion without constraints, uncertainties

are larger, as revealed by the ‘Bootstrap STD’ columns.
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Figure B3. A selection of CMT inversion results, as in Fig. 7, but with the double-couple constraint applied during CMT inversion. The left-hand column shows

initial and final focal mechanisms after inversion, in blue and red, respectively. The remaining columns show the distributions of misfit criteria: time-shift (TS),

cross-correlation (CC), energy ratio (dlnA) and waveform-difference misfit, χ . The model differences in scalar seismic moment and hypocentre coordinates,

the double-couple percentages, and the change in overall data misfit are indicated, as are the means and standard deviations of the histograms of the misfit

metrics. Compared with those in Fig. 7, the distributions of the metrics look similar, but the inversion results have larger uncertainties, as revealed by Fig. B2.
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Figure S1. Cross-plot pairs between the metrics shown in Fig. 7, demonstrating their joint behavior over the whole set of inverted traces. Details along the

diagonals are shown in Fig. 9. As discussed with Fig. 8, the dlnA and lnχ metrics may improve at the expense of the other metrics.
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Figure S2. Relation between the double-couple percentages of the 86 events as quoted in the text, and the parameterization θ (Tape & Tape 2013).
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